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Bottom Line Up Front

• Advances in AI have national security applications across a range of arenas, 

from the back office to the battlefield – need a way to test and validate AI-

enabled systems

• Questions exist both about how to effectively test AI systems and the standards 

for those tests compared to non-AI systems

• Critical challenge: navigating between the risk of a trust gap and the risk of 

automation bias in policymaker perspectives on AI



The Stakes

• Effective AI testing and 

evaluation standards for the 

national security realm is 

important for multiple reasons:

– To generate trust necessary 

for AI adoption

– To reduce the risk of AI 

backsliding

– To decrease the potential for 

accidents with AI-enabled 

systems



Key Dilemma: Designing AI testing 

policymakers can understand



What is Getting Tested?

• Systems with continual 

learning

AND/OR

• Systems without 

continual learning 



AI Testing Standards Compared to Other Systems

• Same standards as 

non-AI systems

• Lower standards than 

non-AI systems

• Higher standards than 

non-AI systems

Should testing standards 

depend on the area of 

application, specifics of 

the machine learning 

approach, or both?



Trust Gap

• Inability to trust machines to 

do work of people

• Unwillingness to deploy or 

properly use systems

• Example: Ground Tactical Air 

Controllers

Automation Bias

• Delegation of cognitive 

judgment to machine –

trusting too much

• Failure to question algorithms 

if they make mistakes

• Example: Air France Crash

• Example: Patriot Missile 

fratricide

Trust, Confidence, and AI (1)

V



Trust, Confidence, and AI (2)
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Reducing the Risk of AI Backsliding

Backsliding refers to when 

accidents during adoption 

processes -> backlash against 

broader technology adoption

• AI is uniquely vulnerable to backsliding, 

as past AI winters show

• Reducing the risk:

• Aligning expectations about AI with 

technological reality

• Emphasizing the role of the human

• Modernizing infrastructure



Conclusion

• Effective testing and evaluation standards are critical to AI adoption 

in national security, and preventing AI backsliding

• Testing standards should depend on the type of AI application, and 

the degree of confidence in the AI method

• Need to navigate between the risk of trust gaps and automation bias 

through testing
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Interdisciplinary research community

- Computer Science & Info Studies

- Psych, Socio, Educ, Jour & MITH

hcil.umd.edu

vimeo.com/72440805 



Designing the User Interface

Design Theories

Direct manipulation

Menus, speech, search

Social Media

Information Visualization

www.cs.umd.edu/hcil/DTUI6 Sixth Edition: 2016



Web links

Tiny touchscreen keyboards                  Photo tagging



Spotfire

Treemaps

FinViz

NodeXL

EventFlow



What is Human-Centered AI?
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Human-Centered AI

Amplify, Augment, Enhance & Empower People

→ 1000-fold improvements in capabilities

→ RST: Reliable, Safe & Trustworthy

→ Human self-efficacy, creativity & responsibility

→ Human values, rights & dignity

Photography
Navigation
Business Formation

Information
Search
Email & Text

IJHCI (2020) https://www.tandfonline.com/doi/full/10.1080/10447318.2020.1741118



Supertools
Digital Camera Controls                           Navigation Choices          Texting Autocompletion

Spelling correction



Coffee maker, Rice cooker, Blender                Dishwasher, Clothes Washer/Dryer

Active Appliances



Implanted Cardiac Pacemakers



NASA Mars Rovers are Tele-Operated



DaVinci Tele-Operated Surgery

https://www.davincisurgery.com/

“Robots don’t perform surgery. Your surgeon performs 
surgery with da Vinci by using instruments that he or 
she guides via a console.”



Bloomberg Terminal 





Governance Structures for Human-Centered AI







Summary
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https://www.nytimes.com/2020/05/21/technology/ben-shneiderman-automation-humans.html
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