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Abstract

Many AIs are created to solve problems that humans alone cannot solve. AIs designed to work in human teams should include requirements necessary to work within a team. This paper aims to describe the high-level requirements and issues for an AI to perform in an AI-enabled, human team successfully. We define what it means to be in a team, the context and tasks that impact teamwork, and propose a multidisciplinary model of teamwork for AI-enabled teams. Our model uses a novel input-process-emergent state-output-input (IPEOI) model based on the input-moderator-output-input (IMOI) model. We include four levels in our model. In addition to the individual, team, and organizational levels, we split the individual between the human and the AI. Our model draws on a diverse literature to enable a comprehensive understanding of the requirements from all players, including the AI, in a teaming system. Current AI systems may not be advanced enough to implement some of these team-related tasks, but we propose some ways that future systems may work in human teams.
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Introduction

I said, "Your second mother is..." Client wasn't the right word, not anymore. "My teammate." I could see I had to clarify. It was really hard finding the right words. "Before your second mother, I had never been an actual member of a team before. Just an..."

Amena finished, "An appliance for a team."

That was it. "Yes."

- Network Effect by Martha Wells

AI in Teams Use Case

A major storm event has just ripped through the country. Unexpectedly strong, there were minimal evacuation preparations taken. Heavy winds and flooding rains have damaged the power, communications, and transportation infrastructure. Now, there are a host of victims to rescue to safety. Some folks are disadvantaged but stable; others are in critical medical condition and need prioritized attention.

Figure 1: The mission goal of the team is distributed across all team members
Part of the team tasked for this disaster relief effort is shown in Figure 1. This small ground unit of human (purple circles) and robot (green squares) members is tasked to achieve a specific set of mission goals (the red arrows) -- to search an area for victims, gather information about the status of each victim, make on-the-spot decisions as to any victims requiring immediate medivac, and communicate all status and metadata, such as timestamps and location, back to the command center. The team must work collectively to achieve these goals, requiring communication about the task and mission. Taskwork-related communication is represented by the orange communication links (representing literal, and time-varying exchanges of information) in Figure 2. The team must also work to achieve the effort as a team, which may include communication of information that is not related to the task or mission such as mediation of intrateam conflicts or updates about personal well-being. Team related communication is shown as the blue links in Figure 2. This team is composed of a driver, a navigator and note-taker, a medical first responder, an AI embodied in a drone, equipped with thermal sensors to seek out victims, and an AI embodied in a ground vehicle equipped with cameras and vibration sensors to detect abnormal movement.

![Figure 2: Team members communicate and coordinate both taskwork (orange links) and teamwork (blue links) related activities in support of the mission](image)

Within a multiteam system, as in Figure 3, there are also many on-the-ground teams responding to this relief effort, each with their own delegated mission goals. An on-the-ground team may be in charge of determining if residual disasters may occur (e.g., tsunami following an earthquake). This team is composed of operational planners who debate how to allocate resources, as well as an AI optimization system (displayed as an information dashboard and decision support tool) that simulates possibilities with projections of probable future destruction.
Figure 3: A multiteam system of several human-AI teams

The natural disaster situation outlines two examples of teams that consist of both humans and AIs working collaboratively, and these examples are a glimpse into the future of AI-enabled teams. Both teams consist of humans working, communicating, and depending on AIs. For AIs to be productive teammates, we must explore what elements are necessary for successful teaming and the role that an AI can play in aiding the team to achieve the overarching goal or mission.

There have been recent calls to “build a science of cooperative AI” (Dafoe et al., 2021). The literature identifies that when humans collaborate with an AI, or when humans and AIs work collectively as a team, better results are achieved than when humans or AIs try to solve the same problem on their own (for example centaur chess, a combination of human and AIs working together produces a better player than either alone, Cassidy, 2014). The design of AIs meant to work in human teams should thus include the requirements necessary to work in a team.

Neglecting to design AIs with human interaction in mind has resulted in several failures. Humans are less likely to adopt the new technology, especially if there are human requirements the technology cannot meet (Parasuraman & Riley, 1997). New technology is often not used in the way it was intended (e.g., abuse of facial recognition software, Garvie, 2017). In addition, new technology may not function according to its original design (e.g., when AIs fail to complete routine system updates, such as the patriot missiles, function is impaired, US General Accounting Office (GAO), 1992). Failures also occur when humans have implicit expectations of the AI that are not made into explicit requirements (e.g., Yorktown Smart Ship failures, Slabodkin, 1998). Not only should design focus on making AI safe, easy to use, reliable, and
trustworthy (Shneiderman, 2020a), it should also focus on how these factors will impact the human counterpart.

The field of distributed cognition has long considered human-system information processing and how sociotechnical systems include humans and machines (Hutchins, 1995). While conceptualizing AI as a member of a team is gaining traction, determining what it means for AI to be a team member within a human-AI system is underrepresented in the literature (one of the few include You & Robert, 2017). Designing an AI is an often lengthy and complex process (Johnson & Vera, 2019). The qualities and specifications of AI are therefore typically tested one or a few at a time. Similarly, in teaming research, only a small set of variables are examined in a given experiment and only some of the important factors for human functional teaming have meta-analyses (e.g., the impact of information sharing on team performance, DeChurch & Mesmer-Magnus, 2009). However, to understand the requirements for an AI to work in a human team, a more comprehensive view is necessary. It is not sufficient to say an AI should be safe, easy to use, durable, explainable and trustworthy (which includes ethical considerations for use and misuse): we aim to articulate the implied requirements of what these mean. Our approach is integrative and multidisciplinary, drawing across different psychology disciplines (cognitive, social, organizational, and developmental) as well as organizational behavior, management, artificial intelligence, human-computer interaction, human performance and sensing, communication, cognitive science, and social robotics.

Our purpose is to provide a multi-disciplinary model for AI-enabled teams, outlining what it means for AI to work in a team as well as supplying information that can assist engineers in the design of AI intended to collaborate with human teammates. First, we clarify what we mean by AI and Team, setting parameters for what is and is not in scope for this paper. This section is followed by a high-level explanation of our model, followed by detailed sections on each element of the model. Finally, we synthesize the parameters necessary for AI to be a successful teammate and discuss the future of human-AI teaming.

What is AI?

AIs are used and created to aid in solving problems that are not easily solved by human labor, to reduce the cost of labor, and generate solutions in less time. AIs can also be created to perform tasks that humans simply cannot do, such as sort through huge amounts of data, uncover underlying patterns (including biased patterns), and process disparate or unstructured data. AIs are increasingly being developed to achieve higher levels of autonomy, thus increasingly eliminating the burden of routine tasks on human workers.

There are many definitions for, and approaches to, building AI. The term artificial intelligence was coined in 1955 by Stanford Professor John McCarthy, who defined AI as “the science and engineering of making intelligent machines, especially intelligent computer programs”
A clear definition of an intelligent machine requires a clear definition of intelligence. Russell (2019) argues that the intelligence of an agent depends on the “extent that their actions can be expected to achieve their objectives” (p. 9). Others, such as the Department of Defense 2018 AI Strategy, posit that AIs must have “the ability...to perform tasks that normally require human intelligence—for example, recognizing patterns, learning from experience, drawing conclusions, making predictions, or taking action—whether digitally or as the smart software behind autonomous physical systems” (US Department of Defense, 2019). We can surmise then, that in order to be considered an AI, and not some other type of computer system, tool, or automation, these systems are expected to engage in processes that mimic or surpass human-like processes in a manner that allows for successful completion of a goal.

Examples of intelligent agents, outlined preliminarily by the Secretary of Defense include:

1. Any artificial system that performs tasks under varying and unpredictable circumstances without significant human oversight, or that can learn from its experience and improve performance when exposed to data sets.
2. An artificial system developed in computer software, physical hardware, or other context that solves tasks requiring human-like perception, cognition, planning, learning, communication or physical action.
3. An artificial system designed to think or act like a human, including cognitive architectures and neural networks.
4. A set of techniques, including machine learning, that is designed to approximate a cognitive task.
5. An artificial system designed to act rationally, including an intelligent software agent or embodied robot that achieves goals using perception, planning, reasoning, learning, communicating, decision-making, and acting (John S. McCain National Defense Authorization Act for Fiscal Year 2019, H.R. 5515 § 237, 2019).

Given all these perspectives, we define AI in this paper as a machine agent designed with the ability to achieve a goal, given often imperfect and incomplete information inherent to dynamic environments. This agent can be embodied, such as a robot, or disembodied, resembling software. This agent can work independent of human inputs, but also has the ability to interact and communicate with others as appropriate; it is not simply an algorithm in the sense of a pre-scribed set of instructions. Finally, this agent has the ability to learn from its behaviors, past performance, and the changing environment.

What is a Team?

A team is a type of group that is (1) bounded (has people inside and outside of it), (2) interdependent, and (3) has differentiated member roles (Guzzo & Dickson, 1996; Hackman, 2012). In addition, teams (4) are made up of at least three members\(^1\) who (5) interact and (6)

\(^1\) While some definitions of team argue that two humans are sufficient, we would argue that teams require three or more entities, of which at least two need to be humans. Dyadic processes can and do occur within teams, but the network of interactions within a team qualitatively changes when the third person is included (Bienefeld, 2020).
have shared goals (Kozlowski & Ilgen, 2006), whether they contribute equally or not. For example, teams could include:

- a group of five undergraduates from mechanical, electrical, and bioengineering working together on a design project;
- sports teams such as a baseball team;
- a theater troupe, including the stage manager, costumers, and technical members who run the lights;
- a project group building a house;
- astronaut teams;
- mission control at Johnson Space Center;
- military teams; and
- the Mars Exploration Rover science team, which was really two interacting large teams, each composed of several disciplinary and instrument sub-teams.

Thus, regardless of whether the work is paid or unpaid, teams strive together toward a common purpose. Team structures can vary in terms of leadership, levels of hierarchy, and so on (see later sections for more detail). A group of people who work toward the same goal but never interact, or who interact but only in competition and thus have incompatible goals, would not be a team.

Decades of research from the organizational and social psychological literature provides insights into what humans need or do to work with other humans (e.g., for reviews, see Driskell et al., 2018; Kozlowski & Ilgen, 2006; Salas et al., 2005). This paper covers these numerous insights in the following sections. Many of the qualities identified in research on human teams are also critical for teams consisting of humans and AI agents. This existing body of literature, however, understandably presumes human-human teams. Human-AI teams add a layer of complexity and additional requirements (Bienefeld et al., 2020).

Can AI be a Team Member?

While AI agents can provide support to humans in teaming contexts, there is robust debate about whether an AI can truly be considered part of a team. While some researchers welcome discussion of AI-human cooperation (and AI-AI cooperation and AIs for human collaboration, Dafoe et al., 2021), Groom and Nass (2007) argue that teaming is an inherently human activity, and that while animals and machines may assist human teams, they cannot be considered members. We reject this is a circular argument wherein defining teammates as necessarily human, AIs cannot then be teammates. We disagree and do not presume that only humans can be teammates. More specifically, researchers argue that AIs cannot be team members because: (1) it is risky for humans to anthropomorphize AIs and that AIs should not present themselves as human, (2) AIs cannot engage in trust processes, and (3) AIs lack the flexibility and responsiveness for teaming (Groom & Nass, 2007; Shneiderman, 2020b). We address each of these points in turn.

First, some researchers caution against anthropomorphizing computers as they believe it to be counterproductive and that computers should not be designed to represent themselves as humans
because doing so would be misleading (Don et al., 1992). However, people ascribe human traits to non-human entities that seem to have agency (Kwan & Fiske, 2008). Because of this tendency to anthropomorphize, Groom and Nass (2007) contend that humans working with AI will inevitably seek some level of "humanness" in their AI teammates (e.g., have shared mental models, see later section). Achieving something close to "humanness" may never be possible, thus leading to a violation of expectations and a failure to accept the AI as a teammate (Haslam, 2006). The likelihood of this failure may increase for those aspects of human teaming that are not easy to observe and are therefore difficult to include in the design of AI. We acknowledge that AIs will lack certain aspects of “humanness” and argue that, within design limitations, AIs can still be teammates, and that appropriately setting expectations with users is key for acceptance. We agree with Susan Brennan that AIs should represent themselves as such and not as humans: “We should stop worrying about anthropomorphism and work on making systems capable of behaving as coherent interactive partners. Whether these partners or anthropomorphized or not, they should present their limitations frankly” (Don et al., 1992, p. 68). Thus, AIs need not be anthropomorphized, nor need to pretend to be humans, to be teammates.

Second, some researchers contend that AIs cannot fully engage in trust assessment processes with humans, which they argue is an inherently human process that is necessary for teamwork (Groom & Nass, 2007). In a recent extensive review of trust and AI, Glikson and Williams (2020) use Mayer et al.’s (1995) definition, which describes trust as “the willingness of a party to be vulnerable to the actions of another party based on the expectation that the other will perform a particular action important to the trustor, irrespective of the ability to monitor or control that other party” (Mayer et al., 1995, p. 712). Groom and Nass (2007) argue that trust also requires an understanding that both parties must be impacted if trust is lost and assert this as a capability that AIs cannot possess. Glickson and Woolley (2020), however, argue that the definition of trust can be easily extended to the human-AI relationship, given the elements of willingness to take meaningful risks and expectations for a positive outcome.

Because trust is a key issue that emerges at the individual human and AI levels, as well as at the team, organizational, and societal levels, we discuss issues of trust throughout this paper. In human teams, we would discuss mutual trust processes. In the case of hybrid human and AI teams, we distinguish between the trust a human has toward other humans and AIs and the trust the AI has toward other AIs and humans. Relevant to the argument that an AI can be a teammate is whether it is possible for an AI to trust. In the literature, trust is described as having both emotional (affect-based) and cognitive aspects (Glikson & Woolley, 2020; McAllister, 1995). Affect-based trust involves interpersonal concern, investments in relationships, and emotional ties, whereas cognition-based trust revolves around expectations about the target’s competence, dependability, and reliability (McAllister, 1995). Trust is predicated on an understanding of the past and present (observability) as well as an expectation of future behavior and competence (predictability; Johnson & Vera, 2019). We agree with the implied argument that AIs cannot, at
this time, have emotional trust. However, it is possible and likely that an AI can be designed to model and estimate the state (current/temporary) or trait (consistent across situations) reliability, dependability, and competence—or cognition-based trustworthiness—of a human or other AI teammate. For example, AIs designed to observe the work completed by teammates and their overall progress towards achieving a goal would also be able to maintain information about an individual team member’s performance and flag aberrant behavior or that which is counter to the shared objective. Moreover, an AI could track and quantify individual competencies of teammates, and the resultant score would allow the AI to predict the likelihood of the teammate’s ability to complete the next task. While in humans, there may be interactions between emotion-based and cognition-based trust (McAllister, 1995), this process would not occur in AIs.

We contend that AIs are also able to be vulnerable. While AI vulnerability would not involve the emotional aspects, AIs would likely still need to accept risk regarding teammates fulfilling their roles within the team. Imagine a scenario where an AI takes input from a human or another AI and cannot accomplish its objectives without that input. In depending on those other teammates—in their activities and outputs being dependencies and inputs for the AI—the AI can be vulnerable to the actions of these others, especially if it cannot be constantly monitoring.²

Third, some researchers contend that AIs currently lack sufficient flexibility required to be effective teammates (Shneiderman, 2020b). This inflexibility, tied to the first issue of lacking “humanness”, is only an issue if we expect AIs to think and learn like a human. Lake and colleagues (2016) argue that humans have more model-based thinking than AIs, which are designed to assess the world using statistical pattern recognition. Model-based thinking allows for explanations based on the building of a causal model of the world combined with incoming data and affords the flexibility to learn a variety of skills and possess knowledge in a variety of areas. Pattern-recognition, however complicated, relies on categorizing incoming information based on training data, and limits the ability to process unrecognized information (Lake et al., 2016). While the explanatory style of thinking allows for faster and more accurate processing of information and flexibility, it is not necessary for a teammate to possess. Successful completion of a specific task only requires flexibility within the confines of that task. AIs designed to collaborate with humans in a teaming context must be able to learn from their past performance, the environment in which they are working, as well as their interactions with human and AI teammates (discussed further in AI Inputs). This level of flexibility will allow the AI to appropriately aid in the completion of the team missions and effectively engage with teammates in a manner that will bolster teamwork.

² Answering the age-old question (song) of “what do you do with a drunken sailor,” an AI teammate’s answer would be that it would detect decrements in the sailor’s performance and physiological state past a certain threshold and respond in a pre-programmed manner. If the AI is not constantly monitoring, the drunken sailor may cause downstream decrements to the AI’s outputs, which is where the vulnerability aspect of trust would come through.
Will all AIs be capable of being teammates in human-AI teams? No. Some AIs will simply be tools, but other AIs can be designed to be teammates. Porter and colleagues (2020) recommend that a teammate, either human or AI, “must (1) be able to influence each other’s problem state; (2) be working toward a common higher-level goal, and (3) coordinate actions or decisions” (p. 3-67). This definition explicitly outlines factors including shared goals, interdependence, and required interaction mentioned in our original definition of a team. We concur and assert that AIs can wholly fulfill the qualities of a team member as we have set out in this paper: share goals, engage interdependently and interactively, be perceived to be in a team (bounded), and have differentiated roles. While AI agents will not replace humans in a teaming context, they can be designed with the functional capabilities that will allow them to collaborate with human teammates. Capabilities such as trust and flexibility can be designed into the AI. An AI can be designed to not only monitor human teammates, but be an encouraging teammate, asking in a non-threatening way if the teammate in trouble needs assistance.

What is In/Out of Scope for Discussing AI in a Team?

Though some authors (e.g., Groom & Nass, 2007), have questioned whether an AI ever could or should serve as part of a human team, we take as a given that at least one advanced AI will at some point be placed into a team structure as a teammate. The exploration that follows attempts to determine what conditions need to be met for an AI to be a team member, and what problems will need to be addressed before such teaming will be functional. By making our assumptions explicit, such as our definitions of teams and AIs, we hope to navigate the complexities that have led this field to have seemingly inconsistent recommendations (e.g., Klein et al., 2004; Russell, 2019; Shneiderman, 2020b).

Teams may have a variety of structures and features, and AIs may have a variety of characteristics. For the purposes of this paper, we focus our efforts on AI systems that are explicitly designated and treated as team members in primarily human teams. These systems may serve different purposes and may have different characteristics, such as being physically embodied or only virtually presented. We will explore these characteristics later, but some characteristics, such as an inability to have an independent view of the team goals or influence the problem states of human teammates, would preclude an AI system from being part of a team.

Human-AI team structures

For the purposes of this paper, we define an AI-enabled team, at the most basic level, as one that includes at least two humans and at least one AI capable of communicating with more than one human member. Prior research finds differences between robots interacting with individual humans versus interacting with groups, such that a recent review also required at least two human teammates and one robot (Sebo et al., 2020). Not all colloquial examples of AI-enabled teams meet our criteria. For example, current swarm structures, which include a single human
operator and a collection of semi-autonomous robots, do not qualify as teams because they do not include multiple humans, meaning there is no collaboration or other critical team-based interaction. The definition of teams from the human team literature might imply that a swarm and human could count as a team if the human is perceived to be within the group (see previous definition). However, for our purposes, we are interested in AIs engaging in human teams, so we require at least two humans in an AI-enabled team. This configuration would require that the AI engages with at least two humans to make a three-entity team. For example, the possible future of financial day trading entails each human with their own financial optimizer, and the optimizer bots negotiate to create the maximum value for all parties. While a compelling scenario for future research on AI system interoperability, this scenario fails to keep the focus on how AIs would work in human teams; the complicated interaction is among the AIs, but the AIs need not navigate human team dynamics.

Similarly, AIs that communicate with only one human lack true team interaction, and so are not in a team according to our definition. The literature on dyadic interactions fails to explain the dynamic intrateam interactions that occur when there are at least two humans interacting with an AI (e.g., in trust processes; Bienefeld et al., 2020). An AI that communicates with only one human is either in a dyad with that human or is serving as a personal assistant to that single human, regardless of whether the human is in a human-human team.

We suggest two main configurations for AI-enabled teams: a team that consists of one AI assigned to an entire human team, and a team that consists of multiple AIs interacting with multiple human team members. Our examples in the beginning of this report illustrate these two configurations. The operations and planner center, on-the-ground, team in our use case scenario exemplifies the first AI-enabled team configuration with a one-to-many relationship between the AI and the humans. This AI is updated by individual human team members and provides updates to every human member of the team. Our ground rescue team exemplifies the second configuration such that there is a many-to-many relationship between the AIs and the human team members. In this configuration, each AI is communicating with more than one human and it is possible that the various AIs occupy different roles on the team.

Level of AI autonomy

A technology tool that responds to the commands of a human on the team, like an Alexa smart device, is a shared resource, but it is not a team member. Although the human team literature does not find it necessary to include certain implied, universal characteristics of humans in the definition of a team, some degree of agency, autonomy, or ability to plan is presumed and required for a non-human entity to be considered a teammate (Klein et al., 2004; Russell, 2019). Thus, the AI must have some ability to act independently of being given only explicit orders by a human. Communication or transparency of behaviors and state (see more on observability in Individual AI), understanding of goals and objectives, and projections of situation awareness to
include second and third order effects of actions will be required of the AI to mimic those expert
negotiations that happen between human operators. Similarly, as conditions evolve and needs
change, these systems must behave as humans do by being flexible and adaptable with regards to
goals. That is to say, that when a certain goal becomes unachievable or less relevant to meeting
top-level objectives, the goal must be thoughtfully re-evaluated and communicated with the
team. Thus, AIs designed to work with humans should have the capability to assess orders
against the goals of the team and against both self-preservation and the preservation of each team
member. To fulfill this function, AI teammates must have the capacity to determine if there is a
seeming conflict between explicit orders, new information, or required behaviors on the one
hand, with the original goals and high-level objectives, such as human safety, on the other hand.
This detected conflict must be communicated to human operators to allow for adaptations to the
plan and to ensure the AI never goes against direct orders from a human or collective goals. For
example, in our rescue team, the AI embodied in the ground vehicle must have the ability to
inform human teammates that searching in location A may not be ideal if it senses a higher
likelihood of human activity from location B. Thus, if the AI does not have an independent and
shareable view of team goals, it is not a team member.

Teamwork vs. taskwork

The work of teams includes at least two components: fulfilling the goal of the team (taskwork)
and making the team work as a unit (teamwork). Teamwork behaviors include coordination and
conflict (see Team Processes) and contribute to team performance. For the purpose of limiting
the scope of this review so as not to cover every possible use case for an AI in a team, this
document specifically focuses on teamwork behaviors rather than taskwork behaviors. How tasks
are allocated between humans and AIs is its own area of research (e.g., Tausch et al., 2020).
Taskwork behaviors are generally part of the design parameters of any AI (regardless of its
performance as a teammate). In other words, we do not delve into the functional requirements of
any particular AI or how to make judgments about them, such as being able to triage information
from large collections, drive autonomously over uneven terrain, or search for life signs. Rather,
we focus on how the AI participates in teamwork.
Multidisciplinary Model of Teamwork for AI

Figure 4: Multidisciplinary model of teamwork for human-AI teams
Model Explanation

The key motivation for developing this model is the prospect of AI-enabled teams supporting human teams effectively. Perhaps the AI can free up humans to focus on tasks humans excel at, alleviating some of the burden of mundane tasks. Perhaps, AIs can do work that humans are not as efficient or accurate at accomplishing or are incapable of, such as vigilance tasks and processing large amounts of data quickly or consistently (i.e., eliminating transposition errors).

To provide a framework to address these questions, we propose a model of teamwork for AI (Figure 4). One prominent approach in the human teams literature, which we adapt, is the input-mediator (process)-output-input (IMOI) model (Ilgen, Hollenbeck, Johnson, & Jundt, 2005; Kozlowski & Ilgen, 2006; also referred to as IPO models). Our model might be better considered an IPEOI model, or an input-process-emergent state-output-input model. First, we describe the inputs to the team, such as individual skills, personality, and task constraints. Inputs are what the team begins with. Next, we describe team processes, which are dynamic interactions over time, such as communication and conflict (Kozlowski, 2015). Processes are often presumed to be the mediators between inputs and outputs (as with IMOI models), such as if coordination and communication are how a particular set of skills and knowledge across team members results in team success. However, processes need not always be mediators between inputs and outputs (Kozlowski, 2015). We also follow the lead of other teams researchers who distinguish between team processes, which are interactions that occur over time, and emergent states (e.g., Marks et al., 2001; Kozlowski et al., 2016). Emergent states are “constructs that characterize properties of the team that are typically dynamic in nature and vary as a function of team context, inputs, processes, and outcomes” (Marks et al., 2001). Emergence is when a higher-level phenomenon comes into being because of interactions at a lower level (Cronin et al., 2011). An example of an emergent state would be team cohesion. Team cohesion involves team members sharing a commitment and attraction to the goals of the team and to each other (Braun et al., 2020). It is the result of team interactions, individual perceptions, and team outcomes, but it can also influence subsequent interactions and team outputs (Braun et al., 2020). Team outputs include performance and satisfaction. The outputs can be at the end of the life of the team (e.g., a final tabulation and mapping of rescues, at the end of the emergency) but also occur at points throughout the life of the team (e.g., planning the next search, finding the next victim, assessing their state, and so on). We also include an important aspect of IMOI models, a feedback loop, such that satisfaction becomes an input later in the life of the team.

Our model includes three other important features which are also included in the teams literature: task and mission factors, time factors, and a multilevel structure. Teams, and factors influencing teams, are inherently multilevel, meaning that they have a nested structure. Individuals are nested within teams which then exist within larger entities such as organizations and nations (Rousseau, 1985; Klein et al., 1994; Paletz et al., 2018). We therefore include four levels in the model: In
addition to the individual, team, and organization, we split the individual between the human and the AI. Our model reflects the nesting of these levels by having the most encompassing level, organization and society, at the top, with progressively lower levels lower on the model. Each level has unique and overlapping IPEOs and are interrelated such that, for example, organizational inputs can alter individual inputs. For instance, a lack of trust in AI at an organizational level may lead to miscommunication about the ideal use of the AI and alter individual human trust in their AI teammates. Likewise, individual personality inputs alter the overall team personality and combine to influence team processes and outputs. In conceiving of teams as nested within a multilevel structure, researchers have made several insights that are relevant here. One is the idea of emergent states, such that many team features are more than a sum of individual parts (e.g., Marks et al., 2001). Emergent phenomena are dynamic and can go across all the levels mentioned (Kozlowski et al., 2016), although we call them out at each relevant level. Another insight is that there may be complex effects across levels, such as that individuals may be impacted by their team and their organization and may impact those levels in return. There can also be comparative processes, as when an individual compares herself to her team, thus having a different experience in different types of teams (House et al., 1995).

Contextual factors, such as the task and mission and temporal factors, impact the context of how inputs, processes and emergent states, and outputs interact (Ilgen et al., 2005; Edmondson & Harvey, 2018). Task and mission factors are usually inputs, but they cross the four levels in our model (see Figure 4). The task and mission consist of the type of tasks members of the team are working on, the makeup and roles of the team, job design, and task interdependence. Temporal factors include moment-to-moment changes such as the dynamic changes in stress levels of a human throughout a task, changes that occur over larger spans of time such as updates to the AI, and group development. Altering any of the contextual factors can reshape the impact a given input may have on a successful output, and the ease with which processes occur and states emerge.

In sum, we have taken the typical IMOI model and explicitly broken mediators into processes and emergent states (which may or may not be mediators) and the individual level into human and AI. We have also included task and mission inputs as a separate category that stands separately from the four levels, as it can be generated by any level. Finally, we explicitly include temporal factors. This model leverages the best of the human-human teams literature while making room for important AI and human-AI factors.

Our model, and the resulting review, is a thorough framework for AI-enabled teams. We used a multidisciplinary approach that spans cognitive and social psychology, cognitive neuroscience, human-computer interaction (HCI), engineering, management, and more. This approach allows for a holistic view of the problem in a manner that will ideally result in a richer understanding of what AI can do to be a successful teammate. We are not the first to envision a model for human-
AI teaming (e.g., You & Robert, 2017), however, our model will be one of the most comprehensive. For instance, You and Robert (2017) proposed an IMOI model of human-robot teams involving human and robot inputs, but our model focuses on AIs, not just robots, and includes a broader range of inputs, emergent states, processes, and outputs. In the next sections, we will discuss the task and mission, and then go through the various levels (individual human, individual AI, team, and organizational and societal), and then discuss temporal issues.

**Task and Mission**

Different elements of the task and mission both constrain what humans and AIs can do and dictate what they should do, in terms of goals. This section briefly sketches some of the commonly discussed environmental factors that influence how teams are formed, how they operate, and how their success is defined. This section presumes that an AI should fulfill its task-relevant functions, which is an important set of requirements that are outside the scope of this project. Depending on what occurs these elements may be changed during the life of a team or for the next version of the team. For instance, a team may be required to or may choose to go from face-to-face to virtual, changing midstream or for the next project.

Some of the earliest research on teamwork has defined different underlying elements of the task or mission into different categories: task types and types of teams, job design, interdependence, and some other task and team design characteristics.

**Task Types and Types of Teams**

McGrath (1984) created a task circumplex which divides group tasks into two dimensions, from conflict to cooperation and from conceptual to behavioral. These dimensions are then arrayed in a circumplex into four quadrants which include eight tasks, total. The four quadrants are generative (creative) tasks, executing tasks, negotiation tasks, and choice tasks. For example, executive performance tasks include psychomotor tasks such as building a car in an assembly line (without robot assistance), decision-making tasks involve deciding issues with no right answer, and mixed-motive tasks involve resolving conflicts of interest. Any group can engage in these tasks, and likely more than one over the life of the team. The type of tasks the team is to work on will, or should, dictate some of the staffing and compositional decisions made for the team (Klimoski & Jones, 1995). A team that is building cars on an assembly line has different requirements for both teamwork and taskwork than a team that is co-designing robots that would then build cars on an assembly line. Although the research from the teams literature strives to make abstract the needs of all teams, how a team focuses on different aspects of the work such as monitoring, coordinating, and planning will differ depending on the task types (Honts et al., 2012).
There are also a variety of types of teamwork design characteristics, such as virtual/distributed versus face-to-face/collocated teams (Hertel et al., 2005; Hinds & Kiesler, 2002). Research on face-to-face versus distributed teams suggests that computer-mediated teamwork may be more or less successful for different types of tasks, but that many types of tasks are understudied (Hertel et al., 2005). In general, distributed teams may have more conflict (Hinds & Bailey, 2003). Teams can be focused on different tasks as a whole above and beyond the McGrath typology, such as leadership teams (Oldham & Hackman, 2010) or executive teams versus command-and-control teams, customer service teams, and technical teams (Klimoski & Jones, 1995). Thus, although this review does not cover the specific taskwork requirements for an AI working in human teams, the tasks will influence how teams are created, their processes, and their outputs.

**Job Design**

Another element of the task is job design. Jobs are made up of multiple tasks, whether they involve a team or not. Job design has been studied for over forty years as a set of core characteristics on which different jobs vary (e.g., Hackman & Oldham, 1975; Oldham & Hackman, 2010): task identity or differentiation (how much the job involves doing an identifiably whole piece of work), skill variety (how much the job requires different activities and skills), task significance (the impact of the task on others), job-based feedback, and autonomy (how much the job allows discretion and control in how to go about doing it). The original theory proposed that people would have more motivation from jobs with more of each of these characteristics, although it was later refined to include individual differences of job-relevant skill and knowledge and the degree to which individuals desired personal growth at work (Oldham & Hackman, 2010). However, as the originators of the theory note, the world of work itself has and is changing since the 1980s, and other factors such as social attributes of jobs and organizational context are also important (Oldham & Hackman, 2010). Translating this theory into work groups, Campion and colleagues (1993, 1996) reframed autonomy as self-management and the degree to which team members participate in decisions. These different elements of job design can be related to task complexity, such as if a job requires a lot of different tasks.

**Interdependence**

Task interdependence, another aspect of group task design, is how much team members have to interact with and are dependent on each other for the task to succeed (Campion et al., 1993; Hertel et al., 2005). There are different kinds of task interdependence, such as sequential (one at a time) and reciprocal interdependence, as well as goal interdependence and outcome interdependence, such that rewards and feedback are contingent on different team members’ work (Campion et al., 1993). Task interdependence is a requirement that dictates how much coordination is necessary to occur (see Team Processes). For example, high task interdependence is necessary in the early stages of virtual teamwork to set up and make explicit team processes...
(Hertel et al., 2005). Task interdependence can mean the difference between whether a particular variable is important to team effectiveness or not. For example, cohesion is related to team performance, but mainly in teams with high task interdependence (Gully et al., 2012). The degree to which humans are working on an interdependent task and the AI is interdependent with those humans will similarly be a constraint and a requirement for how and what both AIs and humans can do.

Other Team and Task Characteristics

Three other task characteristics are worth noting here: conflicts between tasks in terms of priority, team size, and task uncertainty. Task priority conflicts, as well as goal conflicts, can be built into task design. For instance, being a member of multiple fast-paced teams can create work priority conflicts for team members who must juggle multiple time-sensitive tasks (Bell & Brown, 2015). Depending on the requirements of the task, team size will vary: team size involves the number of members, which is under the control of staffing (Klimoski & Jones, 1995). Relevant to this project, as team size increases, team dynamics increase in number and complexity. Task uncertainty involves how much the task might change over time, such that team members likely have increased coordination needs (Wittenbaum et al., 1998). All of these features of the task and the team may be relevant to how one might deploy an AI within a human team.

Task Types Summary

The mission of a team can dictate their tasks; these tasks and the organizational design of jobs has implications for what a team does with its time, which then has implications for individual and team processes, emergent states, and outcomes. In particular, the type and level of interdependence drives both activities and the degree to which teams must coordinate and communicate. Remote, or distributed, teams may also provide some challenges and opportunities for deploying AI: For example, AIs can help with communication, shared mental models, and managing conflict (see those sections for descriptions of those constructs). AI teammates can also be assigned simple routine tasks that can be easily automated, freeing human teammates to engage in more complex tasks, and, if designed with the ability to monitor human physiology and maintain information about individual human capabilities, may assist in optimal task allocation. Depending on the specific tasks, different kinds of capabilities are required for both the human and AI team members.

Time: Temporal Factors

Time, like task and mission, is a factor that influences all levels of our AI-enabled teaming model. However, time isn’t just one factor. One can conceptualize time as time scales of
phenomena, from very brief, moment-by-moment phenomena to longer time chunks stretching across days, weeks, months, and years (e.g., Paletz et al., 2011). In the context of AIs in teams, for example, this may mean that the AI may be sensitive to changes in human conditions moment-by-moment versus over weeks. Different types of phenomena may require different time scales to examine, from communication as it occurs in different turns to the introduction of a new team member. Another way to consider time is via communication delays: for example, in different types of space missions, communication delays may be minutes to the Moon versus four to 22 minutes between the Earth and Mars (Kobs Nawotniak et al., 2019), necessitating different types of work processes involving virtual teamwork (Fischer & Mosier, 2014). Even on Earth, there may be communication delays due not to the speed of sending messages, but due to other work processes such as 8-hour workdays, time zone differences, and so on.

Another way of considering time is as relevant to group development. Team processes in the early part of a group’s life when it is establishing norms and processes are different than during maintenance operations, revisiting its norms, or when a team is about to disband (Hertel et al., 2005; Morgan, Salas, & Glickman, 1994; Tuckman, 1965; Tuckman & Jensen, 1977). Roles can change over the life of the team and team membership can change (Mathieu et al., 2014), and the team can have specific temporal milestones that impact the processes before and after these milestones (Wittenbaum et al., 1998). Teams may also have time pressure due to these milestones, which impacts processes (Wittenbaum et al., 1998). Time itself can influence team processes, such as later in the life of a team a particular factor may be less or more important (e.g., Harrison et al., 1998; Zellmer-Bruhn et al., 2008).

This section gave a taste of the variety of processes and nuances related to time and teamwork. These different ways of looking at time are important to keep in mind for any research on teams. Overall, the development of a team can be iterative, where outputs become inputs on short or long-time scales (Marks et al., 2001). For example, cohesion is an emergent state that impacts subsequent performance, which then impacts subsequent cohesion, but even the power of this feedback loop can fade over the life of the team (Braun et al., 2020).

Individual: Human

Inputs

Human beings bring many individual qualities to teams and teamwork. This section describes some of the many individual-level attributes that humans provide as an input to teamwork, with or without AI. For each of these factors, we will discuss: 1) how these qualities, within humans, have been found to influence teamwork, 2) how humans with these qualities might interact with AIs and, where it’s necessary, 3) how AIs can or should have some of these qualities.
Taskwork-related attributes

Although the focus of this paper is on teamwork-related attributes, it is worth noting that the humans involved in a human-AI team should have relevant knowledge, skills, abilities, and other characteristics (KSAOs) for the task as well (Hertel et al., 2005; Jones et al., 2000). KSAOs are a term used in industrial/organizational psychology: the process of conducting a job analysis breaks a job into both tasks and elicits the required KSAOs for that job, which can then be used in selection, performance appraisals, and training (Society for Industrial Organizational Psychology, 2018). For instance, the human members of our rescue team must possess the KSAOs necessary for their roles; a medical first responder should have medical-relevant knowledge such as diagnostic criteria, a navigator should have the relevant skills to interpret a map and guide the team to desired locations. It is important to do a teamwork analysis, as well as a job analysis for any new positions (Jones et al., 2000). Within a team, individual task KSAOs can be required of all team members, compensatory, such that only certain team members need a set of KSAOs, or non-compensatory and interactive, such that particular combinations are required (Jones et al., 2000). These task-relevant KSAOs can also depend on what phase a group is in, such as new versus intact teams (Jones et al., 2000). Additional relevant KSAOs include self-management skills and dependability (Hertel et al., 2005), which are covered in subsequent sections. For particular tasks, one might conceive of what kinds of KSAOs are necessary for either the humans or the AIs to have before joining a human-machine team. Given the changing nature of work, an analysis of work can also include broader competences, such as those regarding teamwork more generally (Society for Industrial Organizational Psychology, 2018). The rest of this section focuses on teamwork-relevant KSAOs.

Human personality

Most of the relevant work on personality is related to team composition (see Team-Level Inputs), rather than individual personality, but individual personality is also relevant. The most established and validated categorization schemes of human personality is the five-factor model, which includes the Big Five personality dimensions (John & Srivastava, 1999; John, Naumann, & Soto, 2008): Conscientiousness, Extroversion-Introversion, Agreeableness, Negative Emotionality (or Emotional Stability) and Openness to Experience. Each of these has facets, or subdimensions. In brief, Conscientiousness entails being organized, responsible, self-disciplined, and productive, and is positively related to work performance above and beyond intelligence (Barrick et al., 2001). When employers seek employees who are dependable, what they mean is someone with high Conscientiousness. Extraversion indicates sociability and talkativeness, assertiveness, and energy level while Introversion is associated with lower levels of these, such as lower sociability, more reticence, and lower energy levels. Most people fall in the middle as ambiverts, but there are meaningful differences between people on the ends of the dimension. Agreeableness includes compassion, respectfulness, and trust. Higher levels of Agreeableness are related to empathy and altruism, as well as cooperative behaviors (Barrick et al., 2001). Negative Emotionality (previously called Neuroticism), with its opposite pole Emotional...
Stability, involves being anxious, self-conscious, depressed, and emotionally volatile. Emotional stability is also positively related to job performance generally (Barrick et al., 2001). Finally, Openness to Experience involves the person’s intellectual curiosity, creative imagination, aesthetic sensitivity, and willingness to pursue travel and artistic interests.

Some researchers argue that a sixth factor, Honesty-Humility, is another important dimension of personality as found using cross-cultural methods (Ashton & Lee, 2007). This factor indicates how honest, modest, and sincere a person is versus greedy, boastful, hypocritical, and pompous (Zettler et al., 2020). The HEXACO model includes both the Big Five and Honesty-Humility (Ashton & Lee, 2007; Zettler et al., 2020). The five-factor structure and surveys of personality have been overwhelmingly found to be valid and reliable in Western, Educated, and Industrial countries. However, in face-to-face surveys of 94,751 participants from 23 low- and middle-income countries, commonly used personality questions showed low validity, whereas the authors found higher validity in internet surveys of over 198,000 respondents from the same countries (Laajaj et al., 2019). Rather than question the underlying validity of HEXACO or the Big Five, this research is a warning to those who presume personality is culture-free and universally understood.

Driskell and colleagues (2006) argued which particular facets of each of the Big Five would be related to particular aspects of teamwork, such as shared situation awareness, interpersonal relations, and communication. In Emotional Stability (Negative Emotionality), the facet of adjustment (low negative affect, freedom from depression and anxiety) would be positively associated with aspects of teamwork, but self-esteem would be positively related to the teamwork aspects of adaptability, team management, and interpersonal relations. In terms of Extraversion, effective teams would have members who are low on dominance (i.e., low need to control, not combative) but high on affiliation, social perceptiveness, and expressivity, although these specific traits’ facets vary for particular types of teamwork. For example, affiliation would be positively related to adaptability, shared situation awareness, interpersonal relations, and performance monitoring, but potentially negatively related to team management, decision making, and coordination. The authors considered the flexibility (vs. rigidity) facet of Openness to Experience related to all the aspects of teamwork. The facets of trust and cooperation in Agreeableness would be positively related to performance monitoring and feedback, interpersonal relations, communication, and decision making. Finally, Driskell and colleagues (2006) contended that the dependability, dutifulness, and achievement facets of Conscientiousness would enable individuals to be good team players.

It is also important to note how specific personality traits may impact a given human’s ability to collaborate with an AI. Individuals who are emotionally stable, open minded, and agreeable may be more capable of trusting new technology and therefore better equipped to adapt to the

---

3 Note that dominance here is discussed more as assertiveness elsewhere (John et al., 2008).
inclusion of an AI teammate. While Extraversion may play a role in a given human’s proclivity for communicating with AIs in general, Conscientiousness may impact the extent to which an individual will attempt to work with an AI teammate before making a decision about its ability to be a positive addition to the team. It may not currently be possible to design AIs with human-like personality; however, characteristics such as adaptability, social perceptiveness (which can be possible if an AI is equipped with the ability to recognize and monitor facial expressions and tones of voice), and dependability can be included in the original design.

Additional teamwork-related individual differences

A variety of other individual differences, attributes, or qualities are related to working well in teams. These qualities are not personality traits, but are a series of other social, emotional, and behavioral skills, which are relevant to being able to regulate emotions and support social relationships (Soto et al., 2020): emotional intelligence; cultural metacognition; collective orientation and other factors related to developing a shared identity; and leadership, status, and power. The most obvious individual level human inputs that are relevant to successful teamwork are skills related to positively harnessing team processes such as communication and information sharing, negotiation, and conflict resolution. These are essentially the KSAOs for teamwork, such as skills in role articulation, ability to compromise, explain information succinctly and accurately, and so on (Jones et al., 2000).

Emotional intelligence

Emotional intelligence has been popularized in waves by various researchers (e.g., Goleman, 1998; Mayer & Salovey, 1997). Emotional intelligence is a combination of several KSAOs, some of which are already described here (e.g., social perceptiveness from extraversion, Driskell et al., 2006), but are essentially a composite of perceiving, understanding, and regulating emotions (Lam & Kirby, 2002; Mayer & Salovey, 1997). Emotional intelligence can be positively related to individual job performance above and beyond cognitive intelligence (Lam & Kirby, 2002) and to teamwork effectiveness above and beyond personality and cognitive ability, among other factors (Farh et al., 2012). Individuals with the ability to adequately regulate their emotions may be better equipped to deal with the changes that may occur with a learning AI or to handle when an AI teammate is not as dependable as anticipated.

Cultural intelligence

Cultural intelligence goes beyond social or emotional intelligence or cognitive intelligence (Ang et al., 2007; Ott & Michailova, 2018). Cultural intelligence is an individual difference that indicates an ability to adapt to new cultural settings and work with members of different cultures (Ott & Michailova, 2018). The two main conceptualizations of cultural intelligence (Earley & Ang, 2003 and Thomas et al., 2008, as noted in Ott & Michailova, 2018) include both metacognition and cultural knowledge (or cognitive cultural intelligence, Earley & Ang, 2003). Cultural knowledge is the knowledge of specific cultural differences, whereas cultural
metacognition includes being able to control cognition, such as self-regulatory processes and the ability to monitor and be aware that different cultures have differences, even if the specific differences are unknown (Ang et al., 2007; Ott & Michailova, 2018). Earley and Ang’s (2003) conception also includes motivation and a behavioral scale that is the self-report of a repertoire of different behaviors to use in different cultural contexts (Ang et al., 2007). Similarly, Thomas et al.’s (2008) conception includes cross-cultural skills (Ott & Michailova, 2018). Past research suggests that cultural metacognition in particular may be positively related to team creativity (e.g., Crotty & Brett, 2012) and to task performance in diverse teams (Ang et al., 2007). Cultural intelligence could also assist individuals in understanding and accepting a culture that includes AIs as teammates, making the transition to collaboration with AIs a smoother process.

Other attitudes and preferences

A cluster of attitudes and preferences also serve as an individual difference relevant to teamwork: psychological collectivism, collective orientation, team orientation, and preference for teamwork (Bell, 2007; Bell & Brown, 2015; Driskell et al., 2010; Salas et al., 2005). While these are different constructs within psychology, they overlap in that they are different ways of representing a desire and propensity to work in teams, collaborate, and align with team goals (e.g., Driskell et al., 2010; Salas et al., 2005), all of which are important aspects of successful collaboration whether teaming with humans or AIs. Prior liking of team members, along with psychological collectivism, identifying with a profession, and support for the mission are positively related to shared identity, an aspect of social team cohesion (Bell & Brown, 2015).

Leadership, status, and power

Leadership, status, and power are all also important aspects of teamwork. Leadership has been identified as a foundational aspect of teamwork: it requires KSAOs but is also a position that involves organizing, planning, and assigning tasks, as well as developing team KSAOs and motivating team members (Salas et al., 2005). The important aspect here is to question the role of an AI vis-a-vis leadership: is it to support a leader, be a follower, be a peer, or be a leader itself (Sebo et al., 2020)? Sebo and colleagues’ (2020) review of robots in human teams noted that tutoring can be conceived as a leadership role, because it involves initiating and facilitating the activities of others. Given the importance of the role of different types of leaders, it is useful to consider what aspect of the AI’s role might overlap with, complement, supplement, and/or replace that of a human leader (see also Sebo et al., 2020).

Power and status can be inputs but also emergent processes and can be related to teamwork (Van Swol & Kane, 2019). A large literature on power (with status being the relative standing) is available from management, psychology, and sociology perspectives (e.g., D’Ignazio & Klein, 2020; Keltner et al., 2003). Power is an individual’s capacity to change others based on having control over resources, rewards, and punishments (Keltner et al., 2003). In addition to power given by social systems, structures, and dominant cultures (Hill Collins, 2008) and the position
power one might have assigned as a team lead, branch manager, and so on within an organization (Bombari et al., 2017), personal power has psychological implications (e.g., Keltner et al., 2003; Galinsky et al., 2006; van Kleef et al., 2008). A major theory of the effects of power on the power holder’s behavior and psychology suggests that being in a position of power (specifically, feeling that power, Bombari et al., 2017) activates approach-related tendencies, such as positive affect, using heuristics, and disinhibited behavior, whereas lower power is related to relative attention to potential threats, more systematic/controlled information processing, and inhibited behavior (Keltner et al., 2003). For example, people primed to have high power are not as good as those primed with low power in taking perspectives and interpreting others’ emotional expressions (Galinsky et al., 2006) and are less likely to feel distress and compassion when confronted with another’s suffering (van Kleef et al., 2008). These findings have implications for how people in positions of power might behave and feel toward others, whether they are put in positions of power due to organizational or social structures.

When designing AIs to work with humans it would be beneficial to grant the capability to determine which human members of the team are in leadership positions and the power structure of the team overall. This knowledge would allow an AI teammate to encourage people in lower positions of power to disinhibit their behavior and contribute more, while helping remind those in positions of higher power to take into consideration the perspectives of others. Understanding who leads and who takes orders may also allow an AI teammate to appropriately disseminate task relevant information to individual human team members as well.

Summary of additional teamwork-related individual differences

In summary, individuals who possess emotional and cultural intelligence are better able to work cohesively in a team, which may be generalized to AI-enabled teams. Other attitudes and preferences may also contribute to an individual’s ability to work well within a team. Leadership, status, and power are all important components that influence how individuals work both independently and collectively. AIs designed to collaborate with humans as teammates could be designed to increase processing of information related to emotional and cultural intelligence and have capabilities of discerning status and power. These capabilities would enhance an AI’s ability to work well in a team.

Fundamental cognitive individual differences

It is well established that individuals vary considerably in cognitive ability and that this variability is present in all areas of cognition (Nunez et al., 2015; Bridwell et al., 2013; Unsworth et al., 2004; Vogel & Machizawa, 2004; Rypma & D’Esposito, 1999). Consideration of individual differences in cognitive ability is a useful tool for better understanding how humans perform in teams (e.g., which roles an individual is more likely to succeed at) and to provide insights into how to assemble, manage and optimize teams, be they human or human-machine teams. Furthermore, with recent advances in technology, information overload and multitasking
are increasingly pervasive in operational settings (e.g., Chérif et al., 2018; Grier, 2012), and both place significant demand on executive functions like attention control and working memory, often leading to performance decrements (e.g., Ralph & Smilek, 2017). Accordingly, while there is individual variability in many cognitive abilities that may underpin team performance (e.g., creative problem solving, language comprehension, inductive reasoning; Just & Carpenter 1992; Kane & Engle, 2002; Kaufman, 2011) we will limit our discussion to a few key functions that underpin most forms of higher cognition: attention control, working memory, and processing speed.

Attention control

In performing any form of goal directed behavior, it is critical to focus attention on the relevant pieces of information and inhibit irrelevant information. Interference from stimuli or information that is not currently relevant to the task at hand can impair performance. The ability to inhibit this interference or maintain focus in the face of interference is a key cognitive substrate of successful goal-directed behavior (for reviews see Driver, 2001; Johnston & Dark, 1986). The distracting information can capture attention through bottom-up (e.g., perceptual information from the environment) or top-down (e.g., biases related to the task) channels. Inhibition can be exercised over a variety of distractors (e.g., task-irrelevant stimuli in the environment, emotional reactions to the task, once critical information that is no longer relevant). For example, when assisting in the search for survivors, it is necessary for operational planners on-the-ground to focus on data and visuals relevant to the task at hand, inhibiting perceptual distractions, such as anxiety about personal losses due to the natural disaster.

Attention control ability varies across individuals, and these individual differences predict a variety of factors like general fluid intelligence (e.g., Kane et al., 2007; Unsworth, Fakuda, Awh & Vogel, 2014), academic achievement (e.g., Gilmore et al., 2013; Kane et al., 2007) and certain clinical outcomes (e.g., Attention Deficit Hyperactivity Disorder, ADHD; Schachar, Tannock, Marriott & Logan, 1995). Importantly for working in teams, variability in attention control also predicts emotional regulation such that greater control is associated with greater emotional regulation (e.g., Hsieh & Chen, 2017). When working in teams, the ability to inhibit distractions and thereby enable attention to be focused on the truly relevant information is key. In group situations when information is changing rapidly, the ability to inhibit distractors is essential for flexibly updating the information in the attentional focus. AI teammates could assist their human counterparts by reducing the presentation of irrelevant information and/or highlighting relevant information for ease of processing. Even if human attention regulation is not the main objective of the AI, AIs should be designed with attention-control-like capabilities as well, including functions that consider normal human variation in attention.
Working memory

When information is in the attentional focus, the set of abilities associated with processing that information is called working memory (WM; Kane & Engle, 2002). WM is “a multicomponent system responsible for active maintenance of information in the face of ongoing processing and/or distraction” (Conway et al., 2005, p. 770). This active maintenance of information is underpinned by “domain-specific storage and rehearsal processes and domain-general executive attention” (Conway et al., 2005, p. 770). WM is, therefore, the capacity to hold information in the attentional focus for ongoing processing. This collection of mechanisms is the substrate of goal-directed behavior. There is considerable individual variability in WM capacity (WMC; Kane & Engle, 2002), and an individual’s WMC predicts a wide variety of outcomes including language processing (e.g., Friederici, Steinhauer, Mecklinger & Meyer, 1998), general intelligence (e.g., Conway et al., 2003), and the likelihood a given task will result in cognitive overload (Yu, Change, & Yang, 2014). Teams with higher levels of team WMC, which depend on individual WMC, are more likely to have more successful team performance (McKendrick et al., 2014). AI teammates with knowledge of the WMC of human team members can better assist in either reducing the cognitive load that a particular task may have on a given team member or facilitating coordination with other team members with higher WMC.

Processing speed

Processing speed involves the speed with which an individual perceives and responds to a given stimulus and is integral to other cognitive processes such as the maintenance of information in working memory (Fry & Hale, 1996). Factors such as age (Salthouse, 2000) and trauma or neurodegenerative diseases (Lengenfelder et al., 2006; Hale et al., 1993) can greatly impact the speed at which an individual can process information, and this speed is biologically limited (Gazzaniga et al., 2018). Individual differences in processing speed can predict both reading (Kail & Hall, 1994) and arithmetic (Bull & Johnston, 1997) abilities and, like attention control, some clinical outcomes (e.g., ADD, Goth-Owens et al., 2010). Reductions in processing speed can impair one's ability to remain situationally aware (Bolstad, 2001) and drastically impact that individual’s ability to contribute to a team mission, especially in a dynamic situation. Designing AI teammates with the ability to monitor human team members will enable constant measuring of relevant processing speed and allow for the appropriate assigning of tasks.

Summary of fundamental cognitive individual differences

Individual differences in attention control, working memory capacity, and processing speed can greatly influence an individual's ability to engage in teamwork. AI teammates with the ability to monitor and measure individual limitations in these cognitive functions can mitigate possible negative impacts.
Summary of individual human inputs

Human personality, taskwork-related attributes, teamwork-related attributes, and individual differences in cognitive processing are all individual inputs humans bring to a team. These inputs impact how well humans engage with other teammates and their ability to process incoming information and complete relevant tasks. Individual human inputs also impact team inputs. For example, each human teammate joins a team with a given set of personality traits and the combination of those traits form the makeup of team personality. AI teammates equipped with the abilities to both store information about personality, KSAOs, and cognitive capabilities of each teammate and actively assess information as it may change over time will be better equipped to aid in task allocations, team coordination, and assisting teammates with information that may exceed their cognitive capabilities.

Although this section suggests different individual human attributes that are important inputs for teamwork, people can often choose their work partners. Previous research suggests that people choose future coworkers who have a reputation for competence and hard work and those who they developed strong working relationships within the past (and of the same race; Hinds et al., 2000). These findings suggest that when given the choice, some of the qualities noted here--Conscientiousness, the right level of Agreeableness, similarity--are sought out.

Individual Human Processes

Individual human inputs, such as personality, emotional intelligence, and attention control all have an impact on the processes that occur while engaging in teamwork. While we outline individual cognitive differences as inputs, it is important to note they also reflect processes. In this section we focus on cognition as a process and the process of social cognition.

Cognitive processes

While individual differences in cognitive resources and capabilities such as attention control, WMC, and processing speed are all inputs, actively focusing attention, maintaining information in working memory, and processing information are all cognitive processes. Individuals must engage in the process of attention, regardless of attention control abilities, to work on and complete tasks and maintain situation awareness. Engaging in activities such as task switching, searching for information, or responding to alerts requires active maintenance of information in working memory that was just learned or recently retrieved from long-term memory storage. The ability to actively attend to and maintain information in working memory necessitates the ability to process that information. AI teammates could relieve some of the burden of these processes in their human teammates by actively monitoring relevant information and freeing human teammates to engage in other tasks. Designed with the capability to monitor physiological measures of alertness such as heart rate and galvanic skin response, AI teammates could
determine the likelihood that a given team member is engaging in one of the processes and judge when alerts or other relevant information is supplied.

Social cognition

Social cognition, including social perception, is an entire subfield within psychology (e.g., Fiske & Taylor, 2017). Social cognition processes are parallel to, but not quite the same as, processes of non-social cognition. Humans can perceive, encode, store, and retrieve information about other social entities, but there is a wealth of research on biases, selective perception and retrieval, stereotyping, and so on both oneself and others (e.g., Higgins & Bargh, 1987; Snyder et al., 1977; Steele, 1997). Humans use observation and interaction to decode others’ emotions and learn about others’ reputations, group membership, and intentions (Frith & Frith, 2012). While humans are particularly suited to pick up on cues from other humans (Macrae & Quadflieg, 2010), these processes are imperfect, with humans remembering and noticing social information that aligns with preexisting mental models (Fiske & Taylor, 2017).

Although humans seem uniquely able to be able to reflect and ponder on their own thoughts (have metacognition, Frith & Frith, 2012), social cognition is not limited to humans either as targets or perceivers (Kwan & Fiske, 2008; Reeves et al., 2020). For example, dogs seem to have evolved to pick up social cues from humans (Hare et al., 2002), and humans may perceive their pets to have racial biases against other humans (Hawkins & Vandiver, 2019). Humans have long anthropomorphized nonhuman agents, attributing will, intentionality, and personality to them (Kwan & Fiske, 2008; Reeves et al., 2020). Military service members have referred to the robot member of an Explosive Ordinance Disposal team as a team member (Carpenter, 2016). These service members may apply human-human interaction cues onto the human-robot relationship, or they may place the robots in a new type of social category (Carpenter, 2016). The human-robot bond may have emotional parallels to human-animal bonds, and, as with animals, society and humans may treat robots as tools, resources, or companions (Carpenter, 2016). Based on the literature, humans seem to respond to technology as they do to other people, such that the fundamental social cognition of attribution, perception, and stereotyping does not differ (Reeves et al., 2020). Thus, these processes of selectively perceiving, encoding, storing, and retrieving information may apply to the human perceptions of AIs as well.

Emergent States

Emergent states can become outputs and feedback into inputs, permeating the entire cycle of the IPEOI model of teaming. Here, we outline trust, situation awareness, cognitive load, and individual mental models as emergent processes for individual humans.
Trust

Trust is defined in several ways depending on the field and draws from psychology, legal studies, user acceptance theory, task fit, emotional, and personality studies, among others (Guo, 2020, Mayer et al., 2003, Reeves & Nass, 1996). We follow Mayer and colleagues’ (1995) emphasis on the willingness to be vulnerable and the expectation of positive outcomes on important actions irrespective of close monitoring or control. Trust is an emergent state that permeates every level of the model; each level has unique and common characteristics. Given the relatively small set of research into longer-term trust in teams, the findings described here might not generalize. This section focuses on trust as an emergent state at the level of the individual human. While any human-agent team must involve human-human trust, this section outlines factors that influence human trust in AI. These insights can be applied in general, and often draw from, research on human-human trust (e.g., McAllister, 1995).

Individual human trust in AI team members is influenced by various factors such as the AI’s physical form, timing of responses and actions, spatial concerns in relation to physical AI and many others (Bainbridge et al., 2010; Glikson & Woolley, 2020). Generally, human ability to trust in AI develops in ways that are similar to how humans trust other humans: starting at a low level, developing over time, and over the course of interactions that create and set expectations for the future (Glikson & Woolley, 2020). Human trust in AI can be created and lost based on AI and human attributes, cultural factors, individual and team characteristics, and preconceived ideas formed from entertainment and literature (Bainbridge et al., 2010; Bansal et al., 2019; Culley, & Madhavan, 2013). Trust in AIs or robots will also in part depend on trust in the designer (Carpenter, 2016). While the AI will need to be considered part of the larger team, individuals will bring varied levels of acceptance of AIs, and these individual assessments may inform the AI’s integration into or segregation from the team. Individuals have their own predispositions towards trusting behavior, which is unique to them and consistent across situations. This type of trust, dispositional trust, stems from their general faith in the goodness of human nature and can be tied to culture and social standing (McKnight, 1996), self-esteem and feelings of control (Uslaner, 2013) culture, age, gender, and personality traits (Hoff & Bashir, 2013).

Culture will have an influence on an individual’s comfort level with AI, but the AI itself will likely be designed with the biases and have connection to the culture of the programmer. When the culture programmed into the AI doesn’t align with the culture of the individual user, the user’s trust will likely take more time and work to establish. This phenomenon is reflected in terms of concepts described above, like attributes, characteristics, and preconceived ideas, but also plays out in terms of work style and interpersonal interactions. Organizational and team culture are defined by a subset of shared values, behaviors, expectations, and norms in work and interaction between the in-group members, which can impact how human team members respond to the culture programmed into the AI. While the overall concept of trust is an emergent state,
the impact of each of the listed issues fluctuates throughout the duration of the team. At different times, trust presents itself as one of all three: input, process, and output.

Trust in AIs is dynamic, waxing and waning as AI teammates achieve goals and make errors. Similar to interpersonal interactions, faulty AI behaviors can negatively impact perceptions of reliability and trust, but correlate with reduced interaction (Mirnig et al., 2017). Surprisingly, humans tend to find imperfect and fallible robots as more likeable than those that behave perfectly (Glikson & Woolley, 2020; Mirnig et al., 2017). This finding implies that an incongruence between AI behavior and teammate expectation can affect trust. This phenomenon is explored in the uncanny valley theory, discussed in more detail in the following section. A team member’s existing expectations are influenced by the culture of the individual, team, or the programmed culture of the AI. If AI behavior does not reconcile with these cultural expectations, the AI may lose the trust of an individual or the team.

Trust processes

There are three sources of variability with regards to trust formation: the trustor, the situation, and the trustee. Hoff and Bashir (2013) describe in their model three primary types of trust formation: dispositional, situational, and learned trust. Dispositional trust refers to an individual’s likeliness and predisposition to trust: It is carried across situations and is impacted by factors such as culture and global economic standing (McKnight, 1996), age, gender, and personality traits (Hoff & Bashir, 2013; MacDorman & Entezari, 2015). Situational trust is contextualized, wherein an individual only trusts another within a given context (McKnight, 1996). By contrast, learned trust is based on first-hand experience over time with intentions, benevolence, expertise, and integrity. Benevolence is defined as “the extent to which a trustee is believed to want to do good to the trustor” (Mayer et al., 1995, p. 718). In the context of AI-human trust, humans may assume the AI has motives equivalent to its developers. Whether those motives are assumed to be benevolent or not may depend on other perceptions of the AI and the trust in the AI’s company/creators (e.g., Amazon, Google, the US Army). Learned, situational, and dispositional trust do not exist in isolation, but together enable the creation and expression of trust over time.

Types of trust

The study of trust crosses disciplines and is referred to in terms of individuals and teams, short-term and long-term, gain and loss, swift, interpersonal, organizational, social capital or social influence, and with even more subdivisions, depending on the field. Different researchers define trust as emerging early, developed over time, or something in between. It can be considered differently in one-on-one vs. team or organizational contexts, and intrinsic and behavioral factors can influence the development of trust (Mayer et al., 1995; Meyerson et al., 1996; Castalado, 2003; Delhey & Newton, 2003; Fukuyama, 2010).
Swift trust is especially relevant to the problem of AI teammates. This type of trust is associated with temporary teams such as swift starting action teams (STAT) which can be assembled for search and rescue missions (Wildman et al., 2012). The formation of swift trust happens between experts who do not have prior work experience with one another, as they come together temporarily to complete a specific task or to solve a problem and then disperse (McKinney, Barker, Davis, & Smith, 2005). Compared to the concept of interpersonal trust, swift trust focuses more on the cognitive aspects of trust than affect. Swift trust relies on team communication, individual differences in disposition to trust, and expectations of team members’ abilities and integrity (Blomqvist and Cook, 2018). It is influenced by perceptions of norms within groups or initial assumptions that are verified or adjusted as time progresses. As described by Meyerson, and colleagues (1996), it is a pragmatic approach that relies on the presumption that others in the group are competent. Swift trust can be developed and maintained via establishing and maintaining clear norms and standards for communication and behavior (Blomqvist and Cook, 2018). Swift trust often develops quickly or not at all (Wildman, 2012).

Trust repair

It is almost inevitable that for many relationships, there will be some transgressions, small and large, that violate and damage trust. To continue cooperative work, that trust should be repaired. Lewicki and Brinsfield (2017) describe a four-step cycle of trust and repair. First, there must be a pre-existing level of trust, that is then broken by an action of one party (the violator), as well as a recognition by the other (the victim) that trust has been broken. After a series of verbal or behavioral actions on the part of the violator are enacted, the victim may then signal whether the trust repair efforts have been successful (Lewicki & Brinsfield, 2017).

Trust repair processes are important in human-human teammate relationships, but also in human-AI relationships. For AI teammates, to repair trust with a human teammate a series of steps must be enacted and considered within the design. First, the AI system must be capable of understanding that a breach of trust has occurred with the human as a victim--a challenging requirement for an AI, but worth consideration. Once the violation has been recognized, a system would have to account for and explain the provenance of the decision. In many cases, changes in behavior for future actions, such as an update to a system algorithm or in re-allocation of responsibilities, may help repair trust. Then, there must be a mechanism by which the operator (or a supervisory body) is able to acknowledge and accept the change as sufficient to repair the harm done or prevent further harm. If these steps are not undertaken, then silence and denial of an existing problem with the system is likely to result in mistrust and disuse, especially if the outcome is likely to be a dangerous or risky one.

The uncanny valley

Adoption of AI as a teammate may be helped or hindered by its presentation. Popular culture is rife with stories and imagery of AI that is unsettling if not dangerous. The “uncanny valley”
hypothesis describes a curvilinear relationship between the degree of perceived humanness in a robot’s appearance and its likeability, up to a point (Mori, 1970). Past that point, increased humanness in the robot’s appearance causes the operator unease about the robot, or an uncanny feeling (the valley). The hypothesis holds that upon reaching a certain point of human likeness, likeability increases again. Research on the topic is inconclusive, showing inconsistent results, with some authors questioning its existence (Brenton et al, 2005) as well as the shape of the relationship (Bartneck, 2007).

A variety of hypotheses have been suggested to explain and describe the uncanny valley phenomenon. A 2015 literature review of the uncanny valley research concluded that the “the uncanny valley may not be a single phenomenon to be explained by a single theory, but rather a nexus of phenomena with disparate causes” (Wang et al., 2015). A set of theories, based on ‘precognitive processes’ (implicit, rather than controlled cognitive processing) theorize that the uncanny feeling may be based in self-preservation instincts (MacDorman et al., 2009; MacDorman & Ishiguro, 2006) triggered by feelings of disgust (Rozin & Fallon, 1987) or due to associations with psychopathic personality traits (Tinwell et al., 2013). A different set of theories from a cognitive processing perspective have also been proposed. Theories such as the violation of expectations hypothesis generated by a mismatch in cues (Saygin et al, 2012; Mitchell et al., 2011) and the categorical uncertainty hypothesis, the hypothesis that discomfort stems from not knowing what category (human or machine) the AI belongs in (Ramey, 2006), suggest that the uncanny valley is a result of cognitive processing. The mind perception hypothesis argues that agency, which is the ability to act and plan, as well as the ability to feel emotions and have a subjectivity, separates humans from nonhumans (Gray et al., 2007).

Wang and colleagues (2015) argue that the mind perception hypothesis is only a partial explanation to the uncanny phenomenon, and that the answer can be explained in the application of the broader concept of anthropomorphism. Anthropomorphism has an overall positive and facilitative effect for interactions between humans and non-humans. Preference for human-centric interaction is the oft-cited reason for the humanization of robots, owing to the ease of applying human interactions to non-human robots as a more natural concept for Human Robot Interaction (HRI, Giger et al., 2019). This phenomenon is not limited to the humanization of robots but can extend easily to the use of avatars and behaviors of embedded systems as well. Giger and colleagues (2019) identified several benefits of humanization including greater interaction engagement and increased social connection. Potential downsides should also be considered, such as overreliance and unrealistic perceptions of a robot’s autonomy and

---

4 While most of the research on the uncanny valley focuses on perceived humanness, it is not limited to humanness. One study has shown that monkey visual behavior when monkeys were shown synthetic realistic and unrealistic monkey faces also showed uncanny valley behavior (Steckemfinger & Ghazanfar, 2009). Anecdotally, robots that look almost like, but not quite, animals can also be incredibly creepy, such as MIT’s Biomimetic Robotics Lab’s cheetah: [http://biomimetics.mit.edu](http://biomimetics.mit.edu) and this robot dog who was tweeted about on Nov. 5, 2020: [https://twitter.com/GeorgeWillems1/status/132451665245362721](https://twitter.com/GeorgeWillems1/status/132451665245362721)
capabilities as well as the threat of AIs encroaching on human uniqueness and human tasks (Giger et al., 2019). One very important downside to the humanization of robots includes the threat to human identity and distinctiveness (Giger et al., 2019). These threats are compounded when robots are depicted as having the ability to reject a human’s commands (Złotowski et al., 2017) or are shown as either being equal or superior to humans in performing emotion-oriented tasks (Waytz et al., 2014). Gray & Wegner (2012) argue that anthropomorphism is responsible for the uncanny phenomenon because it invokes ‘attribution of mind’ or the prescription of experience to the AI that can be unnerving (Gray & Wegner, 2012). Wang and colleagues’ (2015) dehumanization hypothesis states that perceiving the anthropomorphized robot as lacking humanness creates a dehumanization effect. This dehumanization creates an out-group of these androids. Haslam (2006) suggests two types of dehumanization: animalistic (more animal-like) and mechanistic (more machine-like). Animalistic dehumanization evokes the perception that the AI has lower intelligence and a lack of self-control while mechanistic dehumanization evokes the perception that the AI is lacking emotion and warmth (Angelucci et al., 2014).

While there are several theories proposed, they are not without limitations. Wang et al. (2015) argue that the research on this topic is problematic for three reasons: First, “likeability” has not been given a standardized definition, with some researchers using attractiveness and others using warmth as their interpretations of what it means for an android to be likable. Prior research also does not contextualize acceptance of the android for a certain task or use, but instead limits this measure to a reflexive response. Second, human-likeness is also multi-faceted, and many studies seem to gravitate to different aspects of humanity to emulate and test. Third, there is no solid consensus on a consistent definition of “uncanny”, though recent work attempts to fill this gap (Ho et al., 2017).

Individual differences may account for variations in uncanny valley experiences between participants (MacDorman & Entezari, 2015). MacDorman and Entezari (2015) found that neuroticism to include emotional instability, specifically anxiety, significantly predicts uncanny valley sensitivity. Animal reminder sensitivity, which is a sensitivity to reminders of one’s own creatureliness as opposed to godliness, is also a predictor. Religious Fundamentalism significantly and indirectly contributes through robot-related attitudes to include dehumanization of out-groups (to see them as less civilized) and the belief that humanity is divided from the rest of existence (MacDorman et al, 2009; Vail et al., 2010; Vess et al., 2012). These findings logically follow the theories posed, given that the uncanny phenomenon is something of a personal experience that involves, in theory, precognitive (implicit), cognitive, and cultural factors which are likely to vary from person to person.

Designing AIs to be more human-like in look or behavior, or anthropomorphizing the AI, might increase trust in the AI over time as teammates become more conditioned to the appearance of the AI (Zlotowski et al, 2016). However, as the uncanny valley theory suggests, there are limits
to the benefits of human form. The form of the AI can impact human trust and acceptance of the AI. For example, an embodied AI might bring up ethical issues about personhood, while a virtual AI may add more transparency to work processes such as in the algorithms used. Further research is necessary to better understand the full impact of anthropomorphism on Human-AI teams.

Trust summary
Despite varied factors that influence it, trust—here from the human’s perspective—is always an integral part of human-AI teaming at the individual level. Trust is influential throughout all three levels of input, process, and output, with levels rising and falling over time in response to changing variables. Level of trust is influenced by the human’s characteristics and beliefs, as well as characteristics of the AI itself, such as form, learning actions, and behavior. The personality of each individual, in addition to the individual’s experience and culture, all play a role in determining trust. Moreover, transparency on the part of the AI impacts human trust in AI team members in multiple theories. Without a clear understanding of what the AI is, how it works, how it comes to conclusions or solutions, what security is implemented in and around the technology, and what bias is observed, individuals will have difficulty trusting their AI teammate. Trust in AI and trust among individuals who comprise teams are each broad topics on their own and bringing them together adds additional complexity to already complicated situations. Although this section focused on the trust a human could have for an AI, humans will also have trust in other humans as well. This trust will similarly involve both affective and cognitive components, and relies on judgments of predictability, dependability, and competence (McAllister, 1995).

Situation awareness
Dynamic and often challenging situations require constantly updated information so that individuals can make accurate and swift decisions. Lack of knowledge of a target’s movements during rescue missions, or the blood pressure of a rescuee during lifesaving efforts, can be the difference between life and death. Each team member, in these instances, needs to have an accurate level of situation awareness. Endsley (1988) defines situation awareness as “the perception of the elements in the environment within a volume of time and space, the comprehension of their meaning and the projection of their status in the near future” (p. 97). While by no means the sole definition of situation awareness, this description clearly outlines the role of cognition during several stages of awareness.

Endsley (1997) proposed three hierarchical levels of situation awareness: 1) noticing, 2) comprehension, and 3) projection. An individual must first notice if an issue is occurring, which requires focusing attention on the factors that matter (e.g., changes in coordinates, blood pressure or other related factors). Then, an understanding of the problem or dilemma is required, which necessitates perception and the appropriate schema (relevant knowledge) about what to expect
and what is abnormal. The ability to retrieve relevant information quickly and efficiently, or long-term working memory, will depend on how often the individual has completed the task. Finally, that same individual must have the ability to determine how soon in the future they need to address an issue, (e.g., if the rescuee’s blood pressure falls we must take drastic measures). Each individual team member will need to have situation awareness for their specific task, and individual situation awareness can combine to become team situation awareness.

As stated, AI team members may be tasked with highlighting relevant information. If this information is being actively attended to, or noticed, then the AI is also assisting human teammates in maintaining situation awareness. Human teammates who are situationally aware may conversely be better equipped to determine the best tasks for AI teammates to engage in. In sum, situation awareness is an important aspect of successfully completing tasks in dynamic conditions and can be enhanced for humans by their AI teammates.

Cognitive load

As stated previously, both attention and working memory are limited in capacity. When engaging in a task, individual team members can only attend to, or maintain, a limited amount of information at a time. Many environments, especially those that are dynamic and require situation awareness such as the battle field or the operating room, require team members to process several stimuli in the environment while simultaneously accessing information from long-term memory. Cognitive load (also referred to as workload in the literature) is the accumulated load that a given task can have on cognition (Sweller, 1988) and specifically comprises intrinsic, extraneous, and germane load (Sweller et al., 1998; Sweller, 2010). Intrinsic load increases with the complexity of a task. Complex tasks and concepts require retrieving less complex information, with a linear relationship between complexity and the amount of information retrieved. The intrinsic load also depends on the knowledge level of the individual. Once the task has been learned, intrinsic load decreases. Extraneous load is related to the method by which information is presented. Aspects that have nothing to do with the task itself, such as visual information presented on a crowded screen or overlapping presentations of auditory information, distract and/or impact maintenance of information in working memory and increase cognitive load. Germaine load is associated with knowledge of the task. Task schemata are updated with each exposure. Experts will have lower levels of germaine load than novices for the same tasks.

Cognitive load can be measured using subjective, physiological and performance measures. Subjective measures, like the NASA Task Load Index (NASA-TLX), involve self-report that weigh the different dimensions of the load of a task (e.g., mental demand, effort, physical demand, frustration level; Hart, 2006; Hart & Staveland, 1988; Human Performance Research Group, 1986). Physiological measures such as heart rate (De Rivecourt et al., 2008) and respiration rate (Fournier et al., 1999; Fairclough et al., 2005) increase with cognitive load, while
blink rate and blink duration decrease with increase in cognitive load (Wilson, 2002; Veltman & Gaillard, 1996). With performance measures, changes in reaction time and accuracy on a given task are observed. Typically, an increase in reaction time and decrease in accuracy signify increased cognitive load. Tasks that are dynamic, with moment-to-moment changing factors requiring SA, often necessitate maintenance of multiple stimuli which can lead to cognitive overload. An AI teammate equipped with capabilities to monitor the physiological hallmarks of load may best assist its human teammates in reducing the negative impacts of overload.

Individual Mental Models

Mental models are cognitive representations of anything in the world, including relationships between constructs (Johnson-Laird, 1980). Mental models develop based on new information and how it fits in with existing cognitive representations. Of particular interest for this paper is the human mental model of the AI or AIs in the team and team members. This model develops over the course of an interaction, though it may also be informed by prior knowledge and expectations that the human has before encountering the AI. An accurate mental model of the AI may also require some level of training. Human’s working within AI-enabled teams should be informed of the limitations and abilities of their AI teammates. Training will allow for adequate levels of expectations of performance and increase the likelihood that humans will trust their AI teammates can complete relevant tasks.

Humans interact with AI collaborators based on their mental models of what those AIs will do in particular situations. One way to characterize human mental models of an AI is by dividing the AI’s behavior into global behavior (the way its updating and adjustment strategy is implemented), local behavior (the way its behavior appears within a single interaction), and knowledge base (the data that humans infer the system was trained with). Better models of global and local behavior are associated with better performance on a human-AI collaborative task (Gero et al., 2020), will allow humans to fully understand the capabilities of their AI teammates which should reduce the misalignment between implicit and explicit expectations of what the AI should be able to do, and may reduce the likelihood of human abuse of the technology (Parasuraman & Riley, 1997; Glikson & Woolley, 2020).

Summary of individual human emergent states

Emergent states such as trust, cognitive load, and individual mental models are dynamic throughout the life of the team. Trust and individual mental models change as teammates work with their human and AI teammates, and cognitive load changes with the tasks that are being engaged in. Humans must trust AIs for successful teaming and must update their mental model of what it means to collaborate with AIs. AI teammates can assist their human counterparts by having the ability to both measure and reduce cognitive load.
Individual Human Outputs

Individual human outputs are the results of the inputs, processes, and emergent states. The individual aspects each human member brings into the team interact with the processes and emergent states that occur throughout the life of the team, and the processes and emergent states in turn impact outputs. Here we will discuss outputs such as human effectiveness, efficiency, satisfaction, and stress.

Stress and satisfaction

Understanding human satisfaction with a human-AI teaming environment is critical to optimizing effectiveness and usability of the system. The degree of user satisfaction can be gauged with a variety of factors like emotional reaction (e.g., content versus frustrated), cognitive state (e.g., cognitive load), or stress level. All these factors provide information on the user experience in the human-AI teaming environment. This type of information has historically been collected using questionnaires in which users rate their mood, attentional focus, and/or stress level. In addition to the fact that self-ratings can be inaccurate for many reasons, they are retrospective and require effort on the part of the user. One type of data that can be leveraged to provide insights about the user that does not suffer the same shortcomings as survey instruments is physiological data.

Physiological sensors (e.g., heart rate, respiration) are increasingly available, unobtrusive, and inexpensive, and they provide a rich and continuous source of information about user state (e.g., Can et al., 2019; Kyriakou et al. 2019). Using AI/ML to analyze this rich continuous data, it is possible to extract critical information about an individual during a human-AI teaming activity that would serve as system outputs to inform system effectiveness and usability (e.g., Nath et al., 2020). There is a substantial body of research using physiological metrics paired with machine learning to detect stress (e.g., see Panicker & Gayathri, 2019 for review), with very promising results.

In the domain of using data from physiological sensors paired with machine learning techniques to detect emotional or affective response, a key aspect of user satisfaction, there has also been considerable research (see Shu et al., 2018 for review). There have been a variety of approaches to emotion recognition based on which model of emotion researchers use as a framework (e.g., Plutchik’s Wheel of Emotions or Lang’s Arousal-Valence model; see Shu et al., 2018). While there is some variability in results, it is possible to identify emotional states based on physiological signals, particularly when multiple signals are incorporated. There is suggestive research using discrete emotions (e.g., joy, anger, sadness, pleasure; Lin et al., 2010) and emotional state along the dimensions of arousal and valence (e.g., Basu et al., 2015). Similarly, physiological data can be used in conjunction with machine learning to provide an index of the user’s degree of trust in a given machine agent (e.g., a website; Leichtenstern et al., 2011).
Having an objective, continuous measure of emotional state and degree of trust would be very useful to teaming context in that it would be possible to adapt the system/workflow/team composition/tasks based on these affective states. However, there are serious criticisms of these approaches: many automated systems rely on outdated and limited theories of emotion (Paletz et al., 2021), and the variability of physiological signals within and across individuals is so great as to make some physiological measures—and their link between specific ones and specific affective states—meaningless without understanding that variation and context (Hoemann et al., 2020).

With regards to cognitive states, physiological data can similarly potentially provide an index of a human’s mental processes. For example, Luque-Casado and colleagues (2016) found that heart rate variability (i.e., the variation in the intervals between successive heartbeats) varied as a function of task demand during tests of working memory and attention control, thereby providing an online index of task difficulty.

Effectiveness and efficiency
In addition to satisfaction, usability is generally assessed using measures of effectiveness and efficiency. Such measures are generally related to taskwork performance rather than teamwork performance, however. Effectiveness is generally defined as being able to do the task well, and efficiency involves doing the task with the fewest wasted steps (Frøkjær et al., 2000). If AI teammates hinder human effectiveness and efficiency, humans may not adopt or use the technology (Parasuraman & Riley, 1997) In a team setting, these constructs could be operationalized by looking at task outcomes or team communication, though sometimes additional communication is a sign of better teamwork rather than less efficient taskwork.

Summary of individual human outputs
Individual human outputs reflect the results of the interaction between inputs and processes and emergent states. Satisfaction is an individually perceived measure of how well a team collaborated. High levels of satisfaction in AI-enabled teams are necessary for continued work with AI teammates. Measures of performance such as effectiveness and efficiency highlight an individual human’s ability to complete relevant tasks successfully. AI teammates may assist in task completion by reducing cognitive load.

Summary of Individual Human IPEOs
The vast majority of teaming research focuses on how humans work together in a team. Human teammates bring in their own inputs, independently engage in processes and emergent states, and generate their own outputs that impact and reflect their tenure within a given team. These inputs, processes and emergent states, and outputs also impact and reflect work with an AI teammate. AI teammates may also assist their human teammates during processes and emergent states, and use
information from individual human inputs, such as attention control abilities and personality traits to efficiently aid humans.

**Individual: AI**

AI-enabled teams must consist of at least one AI teammate. This AI can be either embodied, such as the unmanned drone and terrain vehicle, or disembodied, like the optimization system. For AIs to successfully integrate into the team, they must have teaming capabilities. AI teammates should be designed advantageously so that their inputs can facilitate teamwork. This section also describes AI processes and emergent states and what outputs are relevant to understanding how they perform as a teammate and on a given task.

**AI Inputs**

Like humans, individual AIs join teams with their own inputs that can impact the processes, emergent states and outcomes of other individual team members and the team as a whole. Here we describe AI inputs such as the level of automation, representation and embodiment, teaming intelligence, and social presentation. As with humans, who bring task- and team-related attributes to a team, AIs bring task-related and team-related models and interaction capabilities.

**Levels of autonomy**

In our introduction we highlighted some of the requirements of the level of autonomy that is required for an AI to successfully collaborate within a human teaming structure. While the AI teammate is always required to follow human orders, it should be designed with the capability to suggest alternative actions given some relevant conflicting information. Ideally, the AI should have the capability to operate with minimal supervision if necessary. While some argue that ideal levels of autonomy and human involvement should both be high for ideal effectiveness of the AI (Shneiderman, 2020a), lower levels of human involvement would be necessary for the AI to be a teammate and not a tool.

**Taskwork-related attributes**

Just as humans bring taskwork-related KSAOs to a team, so too will AIs. An AI’s task knowledge is literally encoded in the AI’s model. The model is itself a compressed representation of the data it was trained on and the type of model (e.g., Bayesian, regression, rule-based, deep learning, etc.). An AI’s knowledge can be tested prior to a mission, by measuring, for example, the rate of correct inferences versus false positives versus false negatives (misses).
Any AI system follows a set of constraints based on what its designers intended it to do. It also generally has some objective functions whose outputs it wants to maximize. A simple ML system may have a single objective function such as to reduce the error in prediction on a facial recognition task, reduce the jerk in a driving task, but an AI in a team would need to satisfy multiple constraints at once. Minimally, it would need to take into consideration its own goals and the goals of the team.

The objective functions and goals of an AI system must be carefully specified to avoid overoptimizing and causing unintended consequences. One method that Russell (2019) suggests is that AI systems must observe human preferences and defer to them. Another method might be to include intentionally conflicting objective functions and to provide an incomplete method for resolving that conflict which is a more human-like method.

An AI’s task abilities consist of both functional and non-functional requirements (Voas, 2004). Both are types of requirements. For example, a functional requirement for mapping software would be that it must continually update traffic information in the area that is being mapped; a non-functional requirement would be that the software must be able to work on different phone operating systems. Any AI system that is performing a task in a team should be able to perform that task within its design parameters. It should be able to flag anomalous situations either for team members or remote support personnel. It should have the appropriate training data necessary for performing the task it is designed to do.

Teaming intelligence

For AIs to be capable teammates, they must be designed with teaming capabilities. Johnson and Vera (2019) suggest that AIs in human teams be designed with teaming intelligence, or “knowledge, skills, and strategies with respect to managing interdependence” (p. 18). Teaming intelligence would include an understanding of the state: knowledge of the mission, current events in the environment, individual teammate knowledge base, and the collective team knowledge base. Teaming intelligence would also include how the team and the task are organized, or an understanding of the structure. For example, structure would include whether all team members give equal effort, if a leader guides the team, which team member is responsible for which specialized tasks, and the various interdependencies within the group. Understanding the team’s organization refers to knowing who is responsible for what tasks and the hierarchy or status of each member of the team, clearly highlighting who depends on whom for various forms of information and to complete important tasks. Knowing how the task is structured informs the ideal manner in which team members may work together. The AI must be designed with an ability to assess both the state and structure in a dynamic manner, since tasks and team structure may evolve over time. If team members, the AI included, have similar understandings of state and structure, they will have similar or overlapping mental models.
For AIs to manage the interdependencies represented in teaming intelligence, they are required to have skills such as coordination (Johnson & Vera, 2019). Coordination typically requires some form of communication between team members. AIs would need to possess the capabilities to both send and receive information from other members of the team. When coordinating, team members must be observable, predictable and directable (Christofferson & Woods, 1995; Johnson et al., 2014). Humans and AIs must be transparent about what they know, what they are doing, and what they need. They must engage in a set of behaviors that allows other team members to accurately predict their ability to complete a task. Predictability is extremely important when determining who will complete what task and in building trust for fellow teammates. Team members must also be directable, or able to influence the behavior or others and be able to be influenced as well. A lack of observability, predictability and/or directability hinders an individual's ability to know and deal with team interdependencies.

Knowing what interdependencies exist in the team and having the skills to deal with these interdependencies are only relevant if an individual knows when and how to use these skills and information. If an AI teammate is equipped with the ability to monitor their human teammates and other AI teammates, if necessary, that information could be used to determine when and how to communicate an issue or error. For example, if an AI can monitor stress levels and task engagement, it can deduce an appropriate current workload for a given human teammate (or collective workload if necessary). This AI could also assess whether information is important enough to break a teammate’s concentration during periods of high workload or if the workload is low enough that attention can be diverted elsewhere.

Representation and embodiment

As described in (Gilksn & Woolley, 2020), AIs are generally found to take one of three representations. AI systems may be physically present, as in social robotics, virtual, like a chatbot, or embedded in tools or software systems (e.g., the embedded AI in an iPhone camera). Different levels of representation, regardless of the functionality behind them, may lead to different reactions from human teammates. The form or mix of forms taken can also influence a variety of team processes and emergent states, such as trust, between the individual team members, team as a unit, and the AI. Tangible AI tends to bring out evaluation by an individual based largely on cultural factors, through interaction, immediacy behaviors, and physical characteristics, whereas virtual AI will generate different levels of interaction depending on various traits, such as if it is represented as an attractive agent (Khan & Sutcliffe, 2014). A literature on social robots describes robots with different types of physical embodiments, including human-like or humanoid, similar to animals, able to exhibit social behavior, or those with no social appearance whatsoever (e.g., Roombas; Sebo et al., 2020). Embedded AIs, or AIs that are coded within other systems, can be trickier, because often the non-technical users might not even be aware that an AI is present in the system. If the user does understand that an AI is
present, their evaluation will depend on how the information is presented, as well as their own established ideas related to the ethical use of AI.

Notably, representation and embodiment may impact how AIs work within a team. While anthropomorphism can boost human collaboration with AI teammates (Giger et al., 2019), there is an ideal level of humanness the AI can achieve before causing unease in humans (see the section on the uncanny valley). Embodiment may also limit the range of tasks an AI teammate can engage in, such as by limiting mobility to wheels that work primarily on flat surfaces. Embodied AI are designed to physically interact with the world around them, and therefore can engage in tasks that require movement and manipulate stimuli in the environment. Disembodied AI cannot physically alter the environment but can still facilitate in completing the task and mission. A disembodied AI inside a smartphone need not navigate difficult terrain but can simply be put in a human’s backpack.

AI social presentation

While most robots are designed to perform mechanical tasks, social robots are those whose purpose is to serve a person or group of individuals in a “caring interaction” (Sheridan, 2020), engaging with people at an interpersonal and socio-affective level (Breazeal et al., 2008; Sebo et al., 2020). While robots cannot feel emotional trust, robots, such as social robots, may be designed to facilitate human emotional trust. In a review by Sheridan (2020), the mechanisms by which robots achieve these functions have been broken down into three areas: affect, adaptation, and sensing and control. In the field of social robotics, affect involves how movements are used to convey and mimic human emotion (Sheridan, 2020). They can also express what is described in the field as the robot’s personality, such as being competitive or relationship oriented (Sebo et al., 2020; Sheridan, 2020). These personality traits can impact individual humans and collective team motivation to work with the AI (Robert, 2018). Adaptation involves the use of information about the user to best suit their needs (Martins, 2019). Sensing and control in this context are an extension of collision and accident-avoidance functions, placing more attention on motion planning for human likeness (Turnwald & Wolherr, 2019). These features work to gain trust and acceptance in the human users (Martins, 2019) and allow the robot to integrate seamlessly in “harmonious coexistence” with users (Kostavelis et al., 2019). For example, robots that display group-based emotional expressions are perceived as more likable and trustworthy during a card game than those who expressed individual-based emotions (Sebo et al., 2020). While a great deal of attention has been devoted to the use of robots for helping the elderly, children, or those with disabilities (e.g., Ismail et al., 2019; Pennisi et al., 2016), the inclusion of robots in teams can improve human collaboration. For example, human to human interaction can benefit from the inclusion of a robot teammate if the robot teammate asks questions during pauses in operation to better focus operators on the task at hand (Strohkorb et al., 2016).
The ability to seamlessly engage with humans within a team may require designing AIs with cultural knowledge and the ability to assess the culture of individual humans and the team as a collective. Cultural knowledge would allow the AI to alter engagement with each human depending on their prescribed culture. The knowledge of what member of the team to engage with when an issue arises, how to alert individual humans to important information, and how to engage in a manner that will increase accurate use and use in general are all factors that can result in successful AI-enabled teams.

Summary of AI input
AIs can only be successful teammates if they are designed to process and handle both task relevant and team relevant information. Our individual AI inputs outline some of the factors an AI teammate can bring to the team. Factors such as the AIs’ level of automation, representation and embodiment, taskwork-related inputs, and whether the agent was designed to engage in social behaviors or with teaming intelligence may impact how AIs interact with human teammates and their ability to successfully complete assigned tasks.

AI Processes
AIs designed to collaborate with humans will engage in processes that either enhance their capability to work with human teammates or to complete a given task. An AI that can tell humans apart, determine human needs and preferences, is explainable, and understands the chain of command will be capable of collaborating with human teammates. The ability to learn, audit decisions, and model and monitor humans and team performance will enhance an AIs ability to both efficiently complete tasks and assist humans in taskwork.

AI learning
For AIs to be effective teammates they must be capable of learning from their environment, their teammates, and their past performance. While limited and/or biased training data may result in errors or inaccuracies, corrections by humans or other AIs and data gathered from observing others can be used to improve performance.

Online versus offline learning
Humans continuously update mental models of the world. By contrast, most of today’s computer systems only update on scheduled releases; they do not update their parameters until such updates can be checked and tested (Shane, 2019). Online learning allows models to continuously improve, but may be computationally expensive (Hoi, et al., 2018). An AI may require substantial computational resources to update its model from newly acquired data, which may need to be performed offline, rather than during a mission (Shane, 2019). An AI system deployed as part of a team may use either or both approaches, based on the needs of a specific situation. Online learning may leave the system vulnerable to input poisoning or catastrophic interference.
(where a neural network model attempting to learn a new pattern overwrites old information), while offline learning may be unsettling for humans, who would be faced with a new AI every shift change or deployment.

Learning by demonstration

AIs in a field setting may not be deployed with an engineer who is responsible for training and updating their models. An AI in that situation may need to figure out how to do specific tasks without support from a dedicated trainer, and therefore will need to learn from team members. One of the most effective ways for humans to transfer procedural knowledge to other humans is to demonstrate the desired operation. An AI teammate would need to be able to interpret such demonstrations and translate them to its substrate, which might execute the operation differently from the human teacher (for a survey of the learning from demonstration literature see Argall et al., 2009). In sum, the flexibility that is required of AI teammates is contingent upon the agent's ability to learn or update on a chosen level of frequency. Learning and updating will allow AI teammates to remain current, especially in dynamic situations, and will decrease the likelihood that old data is being used to solve evolving problems.

Explainability

Human team members need to understand what an AI team member is doing, and why. This need is more than just providing interpretable outputs; interpretability is described in the literature as including both transparency in how the model functions internally, and post-hoc interpretation of how the model behaved (Mittelstadt et al., 2019). These metrics may be ideal for a developer or evaluator, but would often be overwhelming and off-topic for an operational user. Instead, an AI team member must provide explanations for its decisions. While an interpretable output allows for a gist mental representation of what the output means, an explainable output allows for a causal mental representation for how the outcome was achieved (Broniatowski, 2021). Humans provide explanations for a variety of reasons, and those reasons vary according to the current situation. That is, explanations are not just a combination of correlations and causes; they are contextual (Miller, 2019). Leveraging that context, explanations are contrastive, selected, and social (Miller, 2019; Mittelstadt et al., 2019). Having an AI that can explain its decisions will require the AI to lay out assumptions or information that may not be shared by the humans on the team, and such explanations will help the human team members to build a model of the AI’s performance more quickly. For example, with appropriate fidelity for the context, an AI should expose the data it was trained on and how that data relates to the current data, the sensitivity of the model as a function of where current context is placed in the data space, and the output from the model with respect to prior decisions, and with a prediction of future impacts (Wang et al., 2020). AIs designed with the ability to build mental models of the problem state will have the further ability to inform humans whether or not the output from the model is reliable information or should be used in a given situation. Explainability has gotten
major attention from both the research and operational communities (Flournoy, 2020), as it likely correlates with appropriate cognitive trust.

Resolving competing demands

If humans give conflicting orders or suggestions, the AI needs to be able to prioritize which orders, constraints, or suggestions are most important to follow and possibly also choose among them (Russell, 2019). This prioritization may need to happen instantaneously in high-pressure situations, and the person who oversees a specific function may change across shifts or across situations. In human teams, the authority in each situation may be determined on the fly as conditions change. In situations with a formal chain of command, interpretation of orders may occur at multiple levels as people with different operational views try to adapt broad guidance to specific situations.

Decision auditing

Human team members are responsible for their decisions and devote some resources to determining whether a specific decision was correct or not, sometimes after the fact in demanding situations (e.g., Atunes et al., 2010). AI team members would also need to evaluate the quality of their decisions based on observable effects and feedback from human team members or supervisors. This monitoring could happen on the same time scale as updating the model, or it could happen after the fact in after-action analyses.

Modeling and monitoring

AI systems may need to monitor, and therefore model, both the specific individuals they are working with as well as the team as a whole. The requirement that humans be able to observe the workings of AIs (Johnson et al., 2014) can also be relevant in terms of AIs observing humans. First, AI systems may need to determine whether they are interacting well with individuals on the team. Such monitoring would require a model of the individual team members, perhaps varied in complexity based on how closely the AI works with that team member. The AI should also be able to model which of its actions affect the relationship with each human, in order to hypothesize whether some action is having a negative (or positive) effect on human team members’ performance.

Second, AI systems need to be able to determine whether some action they are taking is contributing to better team performance or detracting from overall effectiveness. This process necessarily requires that the AI have some updatable model of the types of actions that contribute to team performance and that the AI constantly monitor whether performance is being affected.
Determining humans’ true preferences and needs
Humans are not always the best judges of what types of assistance they need, and in stressful situations, metacognitive performance may not be prioritized. AI systems need to be able to derive human preferences and needs from observable behavior, including verbal behaviors. Russell (2019) suggests that this process of guessing and responding to human preferences should be constant if an AI system is going to provide the appropriate support to a human or human team.

Telling humans apart
Facial recognition and voice recognition systems have well-defined issues with bias (Klare et al., 2012; Tatman, 2017; Noble, 2018; Benjamin, 2019), but some level of recognition is required for an AI interacting with multiple humans. That recognition can be as simple as pointing out which teammate is authenticated into a particular identity or which teammate possesses the skills necessary to successfully complete a specific task. In some systems, AI teammates can use voice, face, body shape, gait, and other physical cues to determine which human they are currently interacting with (Collins et al., 2002; Wang et al., 2010; Chellappa et al., 2018; Folorunso et al., 2019). With some systems, the humans may only interact with the AI through some moderating interface, such as a graphical user interface, and these cues will be unavailable. Operationally, the ability to tell individuals apart is a necessary requirement for adapting to the needs and preferences of each team member.

Summary of AI processes
AI teammates designed to work in human teams can engage in many processes that will facilitate teaming. Learning will allow the AI teammate to be more flexible and change with changes in the task or mission. Explainability allows human teammates to understand what their AI teammate is doing and the reasoning behind that behavior. AI teammates will be better equipped to handle complex tasks and demands if designed with the capabilities to both resolve competing demands and audit decisions. Optimal human engagement, and ideally task completion, can occur if an AI teammate is designed to model and monitor humans, determine the true preferences and needs of teammates, and recognize faces and voices for human identification.

Emergent States
Here we describe AI cognitive trust as an AI emergent state. Similarly to humans, trust, specifically cognitive trust, permeates the entire model for individual AIs. More emergent states may become apparent with the increase in the inclusion of AI in team structures.
AI cognitive trust

Even if AIs are not capable of emotional trust and benevolence, they can still assess whether other AIs and humans in their teams are meeting expectations. As discussed in the earlier section on whether AIs can engage in trust processes and be teammates, we argue that AIs can have cognition-related trust. This trust can be programmed in or developed over time, depending on the nature of the AI (i.e., learning algorithms are present). This type of trust involves the AI depending on human or other AI behavior, such that these expectations can be violated. For example, a neural network that continuously considers operator actions and selections to build its knowledge base might be required to have cognitive trust in its human operators. Human performance is not always consistent, as humans are susceptible to performance degrading conditions such as fatigue, the presence of distractions, and illness. A system may monitor human performance for aberrant behavior or signals that may indicate decreased precision. The system may then choose to omit data from the operator at this time and notify the operator of this performance assessment. This kind of monitoring is already common practice within the TSA, and is referred to as Threat Image Projection (Hofer & Schwaninger, 2005). This activity will also be important in the case of bad actors and insider threats. The key to AI trust, be it of human or other AI targets, is for the designers of the AI to decide which capabilities of the others are dependencies for the AI and need to be monitored. Not every single aspect of human behavior or performance can be monitored, so cognitive trust is necessary. The pace of monitoring will also imply the level of vulnerability of the AI to human and other AI inputs, including decrements in performance. The level of trust assigned to a given teammate can determine modes of communication and collaboration, and the likelihood of selection for tasks.

AI Outputs

Regardless of whether an AI is designed to work with humans, its main design is to achieve a specific goal, transforming input data into answers of some sort. Therefore, AI outputs are centered around performance and the data created from the process of learning that can be used to train other AIs.

AI performance

Like humans, an AI’s performance on tasks, such as accuracy and error rates, can be measured and shared with other teammates. AI performance can vary from how well it completed a specific task, to its ability to collaborate with human teammates. It is essential that AI performance remain observable to human teammates so that assessments about AI predictability can be made.
Training data
The outcomes that humans derive from team activities are not mirrored in AI systems; the system will not feel satisfaction at a job well done or be stressed if the team is not functioning well. The metrics derived from an individual AI’s performance in a team, however, can and should be used to improve the performance of that AI or similar AIs in future teams. This can be in the form of online learning (that is, the explicit process of using new sets of validated input/output data to retrain the underlying model). It can also be broadly in support of the continuous test and evaluation of AIs: every use of an AI is an opportunity to improve (Flournoy, 2020).

Summary of individual AI outputs
The outputs from the individual AI are focused on accuracy of the task at hand, and improvement of the task in future iteration. Other “results” from the AI -- such as interim results, or additional rationale in support of explanations -- are covered elsewhere in the model.

Summary of Individual AI IPEOs
Like their individual human teammates, AIs bring their own inputs into the team, engage in their own processes and emergent states, and produce their own outputs. As individuals, humans and AIs are nested within, impact, and are impacted by teaming and organizational systems.

Team Level
The team level consists of a combination of at least two individual humans and one AI. Together, team members bring in input factors that impact processes and emergent states. The processes that team members engage in and the emergent states that arise then alter team outputs.

Team Inputs
Aggregated individual human and AI inputs combine to create team inputs. These inputs, such as team personality, team KSAOs, and other team characteristics help determine how well a team will engage in team processes and emergent states. Team personality and team KSAOs are team inputs that impact the team’s ability to work collaboratively together and complete taskwork. Cohesive teams are more often made of individuals who have a proclivity for teamwork.

Team composition inputs can be quite complex. Team composition can be represented by the average of the teams’ individual traits (e.g., mean Agreeableness), variability of the trait within the team (e.g., standard deviation of team members’ Agreeableness), the highest of a trait within the team (e.g., maximum Agreeableness), and so on. Thus, one can examine team composition as aggregation and heterogeneity, including a requisite team KSAO such that one team member
must have a characteristic (Kozlowski & Klein, 2000). In staffing a team, managers need to identify the critical team tasks and KSAOs of both the individuals and the team overall (Mathieu et al., 2014). These KSAOs can include both position-specific and team-generic KSAOs (e.g., organizing skills, team orientation), as well as both a relative contribution (e.g., weakest member, strongest member) and a team profile approach (e.g., a language skill is required within the team; diversity of functions; Mathieu et al., 2014). This section reviews the literature on team composition inputs.

Team personality

Team design includes team personality compositions (Kozlowski & Ilgen, 2006). Research on team aggregate personality has been sufficiently copious as to allow for a meta-analysis (Bell, 2007). Bell (2007) compared team performance in lab and field settings and found that team mean and minimum Agreeableness are positively related to team performance in field settings, such that one disagreeable member can undermine team performance (corrected population correlations of .31 overall, .34 for mean, .37 for minimum). In a more focused study of team personality, team mental models, and team coordination, Fisher and colleagues (2012) found that the mean levels of cooperation as a facet of Agreeableness (but not dispositional trust, or the tendency to believe others are well-intentioned) was positively related to team-focused shared mental model similarity (team n = 32). Team mean Extraversion in field settings was slightly positively related to team performance (corrected population correlation = .18), as was team mean Emotional Stability (corrected population mean = .21; Bell, 2007). Providing support that team KSAOs related to harnessing team processes are related to team performance, Bell (2007) also found that team mean Collectivism in field settings and team mean preference for teamwork were also positively related to team performance (corrected population correlation = .40 and .26, respectively). Team emotional intelligence was also positively related to performance, but not as strongly and mainly in the lab, and there were few studies before 2007 (.20 in lab studies and .10 for field studies). Finally, Bell (2007) found that team mean Openness to Experience was somewhat but significantly positively related to team performance (corrected population correlation = .25).

Individual personalities, and the collective personality of the team ultimately impact performance and may contribute to teaming with AI. Teams that have pro-teaming personality traits will be advantaged in their ability to collaborate and work cohesively. An AI teammate could use team personality compositions to predict the type of assistance the team may need. For example, teams with disagreeable members may particularly benefit from AI teammates that help manage team conflict to elicit broad participation rather than engender negative affect (see Conflict section).

Team KSAOs

Above and beyond team personality, teams need the right mix of levels and areas on taskwork-relevant KSAOs, such as senior and junior medical staff (Klimoski & Jones, 1995). Teams need
particular mixes of skills, abilities, training, representation of functional areas, group affiliations, credentials, and connections, as well (Jones et al., 2000). For different kinds of organizations, worker requirements related to fairness and stakeholder acceptance require different profiles of team members, such as making sure different constituent groups are represented (Klimoski & Jones, 1995). Teams may need homogeneity or heterogeneity in terms of strategic outlook and how members go about finding problems, depending on the type of tasks involved (Jones et al., 2000). Just as Conscientiousness is important for individual team members to have, it has also been found to be important for the team members overall (Hertel et al., 2005): Bell’s (2007) meta-analysis found that average team Conscientiousness was positively related to team performance in field settings (corrected population correlation of .33).

Team members may be required to be intelligent: Bell (2007) found that team general mental ability (GMA) was positively related to team performance, but the relationship was stronger for lab tasks than for in field settings (corrected population correlations of minimum team GMA in lab = .48; minimum GMA in lab = .42; mean and sum in lab settings = .33; overall mean GMA in field settings = .26). Bell’s (2007) findings suggest that the most intelligent and least intelligent team member is important in lab settings, but that intelligence is less important for field studies as they have, so far, measured team performance. Moving the field forward, Woolley and colleagues (2010) found evidence for collective intelligence, or the intelligence of an interacting team, which is not strongly associated with average or maximum individual intelligence. Collective intelligence is thus more than the aggregate of individual intelligence but includes the social sensitivity of group members and whether the team can leverage the unique contributions of the team members (Woolley et al., 2010).

One particular setting that is relevant to AI-Human teams are human virtual teams. Some of the same required KSAs may apply. Research on virtual (or distributed) teams suggests that some of the KSAs required across an entire team include attributes relevant to virtual cooperation, such as: self-management skills, interpersonal trust and trust-maintenance skills, communication skills, intercultural skills, dependability, conflict management skills, and expertise with technology and communication medium (Hertel et al., 2005; Schulze & Krumm, 2017). Schulze and Krumm (2017) suggest that individuals (humans) working in virtual teams must be able to deal with, and have the motivation to deal with, three facets of virtual teams that can cause difficulty: technology use including low information richness and asynchronous contexts, cultural differences including different communication styles and languages, and geographic dispersion which includes both temporal and spatial dispersion. In particular, power struggles in distributed teams can activate faultlines, such as over asymmetries in language fluency in the common language in a globally distributed team (Hinds et al., 2014).

---

5 Not to be confused with the usage of the phrase “collective intelligence” for crowdsourced projects with non-interacting large groups of people.
Many of these skills and challenges are similarly relevant to humans working in AI-Human teams. Teams that contain more agreeable and open members may be more likely to accept new AI teammates with ease. Teams high in collectivism will have members that are more inclined to engage in behaviors that are good for the group, including collaborating with an AI teammate that may ease some of the workload for the collective team. While some human teams may consist of members that together possess all of the relevant KSAOs for a given mission, some teams may need assistance in covering missing KSAOs. AI teammates, armed with the knowledge of its human teammate's KSAOs may fill in for missing team members, levels, or specific KSAOs certain team members may be lacking. Operational planners from our on-the-ground team may possess the knowledge to determine how severely the storm has hit and what regions may need resources fast but may not be able to assess the best methods of getting resources to goal locations without putting the rescue squad in harm's way. This situation may be especially true if the operational planners consist of individuals with little experience. The AI optimization system can use past data and current information to determine optimal methods of dispersing resources in the safest manner for all.

Additional team characteristics: Selecting for cohesive teams

In addition to the personality traits above, Bell and Brown’s (2015) review has suggested a set of precursors for cohesive teams, specifically, which go beyond team personality or traits. Team cohesion includes the dimensions of task cohesion, which is task commitment, and social cohesion, which involves interpersonal attraction and shared identity (Bell & Brown, 2015; Braun et al., 2020). Bell and Brown (2015) suggest that interpersonal attraction is driven and explained by propinquity, or physical and social closeness; complementarity, such as when one’s weaknesses or traits are complemented by another’s; and reciprocal relationships. Shared identity readiness would be driven by, among other features, a preference for teamwork and psychological collectivism (as noted previously) and identifying with the profession on the team level (Bell & Brown, 2015). Finally, team goal priority (a facet of psychological collectivism where team goals are prioritized over individual ones), a learning goal orientation, and being able to prioritize the team’s tasks (e.g., not having multiteam membership or being overtasked; Bell & Brown, 2015).

Summary of team inputs

Team inputs can be an aggregate of individual inputs, such as with average or variability of team personality or intelligence. For instance, teams with high average Conscientiousness, Agreeableness, Collectivism, intelligence, and so on tend to have better performance. Team collective intelligence, which goes beyond average intelligence to include social skills and the ability to participate equally, is also a valuable input. However, team inputs can include team composition that goes beyond averages or variability. A team may require a mix of specific skills, such as a medic, a navigator, a person who understands how to fix a robot, and so on. Cohesive teams tend to also have team-level qualities such as closeness, complementarity, a
shared identity, and the ability to prioritize team tasks. Further, teams will have their own artifacts, stated rules and shared expectations that are difficult for even humans who are part of the in-group to grasp at times.

Team Processes

The phrase “team processes” has been used to describe a large range of phenomena. Marks and colleagues (2001) discuss three types of teamwork processes, lumping other types within them: Interpersonal processes, such as managing relationships and conflict management, action processes, or processes during goal-directed activities such as coordination and monitoring, and transition phase processes, such as planning, goal specification, and strategy (see also Driskell et al., 2018). For instance, a real-time language feedback system that monitors and provides instructions to a group of humans would be an AI that assists a human team (e.g., Tausczik & Pennebaker, 2013), although an AI could also simply work in a group on tasks without having a specific teamwork improvement role. In this section, we focus on a set of specific processes that have been raised as vital to teamwork and how AI teammates may assist in these processes.

Coordination

One of the essential team processes is coordination. Individuals within a team, be they human or AI, need to be able to each perform their tasks in a way that results in a team response and output. Teams have to coordinate internally but also potentially with external teams (Driskell et al., 2018). Much of this coordination needs to be tacit, in that individuals cannot be required to explicitly discuss everything they are doing (Wittenbaum et al., 1998). Coordination can be dysfunctional when individuals duplicate effort or rely on assumptions and stereotypes that are incorrect (Wittenbaum et al., 1998). Coordination often involves monitoring and feedback of other team members (Driskell et al., 2018; Honts et al., 2012; Salas et al., 2005; Thompson & Cohen, 2012), which requires that both human and AI teammates are observable and can both receive and send information. Also related to coordination are workload sharing and backup behavior, where team members anticipate each others’ needs, help each other during periods of high workload (Salas et al., 2005), and carry their own weight (not do social loafing; Campion et al., 1993). Coordination is also related to cooperation (Campion et al., 1993), and we argue it can also be related to the directability aspect of the AI-human team relationship (Johnson et al., 2014). Being able to both direct others and receive direction is part of coordination even among humans. Thus, coordination is inherently related to emergent team cognition factors, such as shared mental models and transactive memory processes (Thompson & Cohen, 2012; see those sections). AI teammates can play a pivotal role in aiding in team coordination. Human teammates may engage in tasks that exceed their cognitive workload limits but may not know who to turn to in the team for assistance. An AI teammate that is monitoring team workload may alert a capable member who is currently underloaded.
Communication

One of the main processes is team communication, which is “an exchange of information, occurring through both verbal and nonverbal (e.g., email) channels, between two or more team members” (Marlow et al., 2018, p. 145). Different aspects of communication have been identified and studied as a necessary part of teamwork. Communication quality, rather than frequency, is positively related to team performance (Marlow et al., 2018). Among other features, communication can be face-to-face or distributed; involve information elaboration, knowledge sharing, and frequency; and be related to the task, processes, relationships (Marlow et al., 2018). A recent review of robots in human teams notes that different robots have been designed to communicate nonverbally as well as verbally, and to express emotions and robot personalities (Sebo et al., 2020). Salas and colleagues (2005) describe closed-loop communication as vital to coordinating mechanisms within teamwork. Closed-loop communication involves a sender beginning a message, the intended recipient receiving and interpreting it and acknowledging the receipt of the message, and then the sender checking to make sure the message was received (Salas et al., 2005). Regarding human-AI teams, communication also entails understanding not just language (including jargon, vocabulary, and grammar), but accents, dialects, and pitch, both from the human and the AI. Current natural language processing algorithms are hindered by race and gender biases (Tatman, 2017; Zhao et al., 2018), which could drastically impact human-AI team communication. Therefore, diverse and representative training data should be used when designing AI teammates. In addition, the timing of communication over the life of a project can be useful. Teams that coordinate attention, as reflected in bursts of intense email communication, are more likely to be able to leverage their resources (Mayo & Woolley, 2019). The observability aspect of AIs can be applied to humans as well: In human-human teams, this observation may occur through communication, including nonverbal symbols. Both the humans and the AIs need to have effective communication (Demir et al., 2016). While closed-loop communication and communication patterns can be important, other aspects of communication have also been discussed in detail in the literature on teams: information sharing, particularly of unique information, along with participation equality/equity, and entrainment (e.g., Levitan, 2020; Mesmer-Magnus & DeChurch, 2009).

Information sharing and participation

Equal, or equitable, participation and information is important in teams so that different group members can effectively solve problems (Mesmer-Magnus & DeChurch, 2009), and so that diverse teams can share unique information and be innovative (Paletz & Schunn, 2010). Groups with more equitable turn-taking in conversation are more collectively intelligent (Woolley et al., 2010). A series of social psychological experiments revealed that team members are more likely to discuss information that is not unique and that this is liable to hurt team decision making (e.g., Stasser et al., 1995; Stasser & Titus, 1985). A metaanalysis found that information sharing, specifically of unique information, is vital for team performance and cohesion (Mesmer-Magnus & DeChurch, 2009).
With regards to AIs in human teams, these findings suggest that whatever else, unique information from both a range of the humans in the team and the AIs needs to be appropriately shared. If an AI is limited in how much it can communicate (i.e., three-word utterances), this limitation can lead to poorer team outcomes (Demir et al., 2020). Communication is not only relevant in terms of what an AI expresses; AIs can positively impact human and human-human verbal communication, as well (Sebo et al., 2020), such as by promoting equal participation and information exchange (Tausczik & Pennebaker, 2013).

Accommodation and entrainment

Another aspect of communication is accommodation, in which people talk more similarly to each other over time and adapt to each others’ communication behaviors (Giles et al., 1973, 1991). Speech entrainment, specifically, is how people talk more similarly to each other over time, generally indicating social closeness and rapport versus distance (Behuš, 2014; Kory-Westlund & Breazeal, 2019; Levitan et al., 2012; Levitan, 2020). Entrainment is related to conversation quality, including in human-computer dyads (Levitan, 2020). In particular, recent studies suggest that teachable robots or agents that entrain to humans result in more learning and engagement than without social language and entrainment (e.g., Lubold et al., 2018). However, different types of acoustic-prosodic entrainment are generally not significantly associated with each other and show different impacts on conversational quality, suggesting that entrainment is not a single construct (Levitan, 2020). A recent study with a spoken dialogue system suggests that intensity (loudness) entrainment has a positive effect on trust and pitch intensity has a negative effect on trust, where trust is specifically trust in conversational avatars (Gálvez et al., 2020).

A great deal of the research on entrainment has examined lexical matching, specifically linguistic style matching (LSM). LSM is when individuals match on specific words, generally measured as sets of function words using Linguistic Inquiry Word Count (LIWC; e.g., Tausczik & Pennebaker, 2010). LSM has been found to be positively related to cohesion in dyads (Gonzales et al., 2010), social support (Heuer et al., 2020), and friendship formation (Kovacs & Kleinbaum, 2019), but negatively related to team performance, controlling for team tenure (which did not moderate the relationship, Heuer et al., 2020). Research using LSM has indicated that people are more likely to entrain to others who are of higher status (Danescu-Niculescu-Mizil et al., 2012; see Van Swol & Kane, 2019 for a review). However, further research using this measurement, as well as acoustic-prosodic entrainment, would be useful: LSM categories are often unrelated to observer judgments of interaction quality (Niederhoffer & Pennebaker, 2002).

Intrateam conflict

Intrateam conflict entails differences or incompatibilities between people (Jehn & Bendersky, 2003). It can be explicitly stated as disagreements or unspoken, and it is often measured as perceptions (Paletz et al., 2011). Researchers suggest that the most harmful conflict includes negative emotions such as anger or contempt (e.g., Amason, 1996; Barki & Hartwick, 2004;
Gottman & Notarius, 2000). Although there is still some debate in this area (De Dreu & Weingart, 2003), it seems that under some conditions, conflict serves to increase unique information sharing (De Dreu & West, 2001; Jehn & Mannix, 2001; Nemeth, 1986). A sizable literature examines under what conditions conflict can support creativity, innovation, and good decision making, concluding that it is possible when: the conflict is separate from negative emotions and focuses on the task rather than personal incompatibilities (de Wit et al., 2012; Hulsheger et al., 2009); open-minded disagreement is expressed (Kellermanns et al., 2008; Tjosvold et al., 2014); and the conflict is mild rather than intense (Todorova et al., 2014). There is some research suggesting that AIs can intervene in and be designed to mitigate team conflicts among humans (Sebo et al., 2020), such as by increasing awareness of a personal attack (e.g., Jung et al., 2015).

Task conflict can become heated, however, so one issue is how to keep humans from getting too angry at AIs. If an AI agent violates expectations, it can lead to Human-AI conflict, possibly diminishing trust in the AI’s predictability. Violations of trust can result in verbal displays of frustration and, if the behavior is not resolved, can reduce or halt use of the AI entirely (Groom & Nass, 2007). Human-AI conflict, therefore, must be resolved swiftly. This problem requires observability on the part of the AI. Knowledge of the source of the conflict can aid human teammates in either rectifying the issue or preparing for the possibility of the conflict to arise in the future. Other methods, such as adequately training human teammates on the uses of and possible issues with the AI teammate, can reduce the likelihood of conflict prior to task related engagement.

Summary of team processes
Team processes, such as coordination, communication, and reducing interpersonal conflict, are vital to the team's success. Without coordination, teammates may experience cognitive overload on tasks without reprieve, resulting in unsuccessful completion of tasks. Lack of communication will inevitably hinder coordination and reduce the likelihood that team members have sufficiently overlapping mental models. Interpersonal conflict, mainly when negative emotions such as anger are involved, can significantly reduce team productivity and jeopardize the mission. AI teammates can assist in increasing overall team coordination and encouraging closed-loop communication, particularly the sharing of unique and valuable information, and mitigate interpersonal conflict. Human and AI teammates must also coordinate and communicate with one another and resolve, limit, or leverage Human-AI conflict.

Emergent States
In the following section, we discuss emergent states which have also been conceptualized as outcomes. Some of these states can fall under the concept of team metacognition, which involves thinking or feeling about thinking (Thompson & Cohen, 2012). Similarly, the process of
individual knowledge becoming team or group knowledge broadly is referred to as macrocognition (Fiore et al., 2010). Macrocognition includes several of the constructs discussed in this section that relate to group-level cognition, such as transactive memory and shared mental models. Some of the emergent states described in this section are not exactly considered macrocognition, however, such as team cohesion.

Team cohesion

Team cohesion is an emergent team state that is composed of social and task (action) components and essentially means the shared commitment and attraction to the goals and each other of a team (Braun et al., 2020). Team cohesion has a consistent small but significant effect on team performance (Beal et al., 2003; Gully et al., 2012), and this relationship is bidirectional (Mullen & Copper, 1994; Braun et al., 2020). However, this effect is stronger for tasks with high task interdependence (Gully et al., 2012). Given the bidirectional relationship between team cohesion and team performance, AI teammates could monitor and assist in team performance in an effort to increase team cohesion (see Sebo et al., 2020). A lack of cohesion in an AI-enabled team, which can thus be the cause, correlate, or effect of poor performance, may result in reduced trust in AI teammates and therefore lack of use of the AI. Team cohesion is often divided into task and social cohesion, where task cohesion is team task commitment, and social cohesion is the interpersonal attraction element (Bell & Brown, 2015). Task cohesion is generally considered more associated with performance than social cohesion (Bell & Brown, 2015), and iterative research suggests that the cohesion-performance relationship weakens over time (Braun et al., 2020).

Trust

Within the human-human team literature, mutual trust is considered essential for coordinating teamwork, participation, interpreting others’ behaviors appropriately, and sharing information (Salas et al., 2005). Similar to individuals, team level trust can be influenced by AI embodiment and representation (Lee et al., 2006; Li, 2015). Initial team trust levels can reflect larger organizational representations of AIs and teams and will generally evolve as time progresses. Team trust can also be impacted by individual interactions. Not only is trust important between humans, it is also important for humans to trust their AIs in order to effectively work together. Teammates may see the AI as non-judgmental and thus feel safer sharing personal information at a level they don’t typically share with their human teammates and this heightened trust in AI could reduce overall group interaction (Krämer et al., 2018). As an emergent state, trust can be gained throughout the team’s work, but perhaps more easily, lost at any point. There are hindrances, such as team and individual culture misalignment, personality differences, individual experience, expectation levels, credibility concerns, learning adjustments, presentation and control concerns, and the security of the technology itself, to developing and continued trust, and later teaming outcomes can be driven disproportionately by early interactions. For example, when a machine learning algorithm is unexpectedly updated and now gives a different, even if
correct answer, team members may need to re-develop a bit of trust in the reliability of the algorithm. Similarly, an AI team member programmed with social cues from one national culture, when working with teammates of another national culture, will likely lead to at least one faux pas on behalf of the AI teammate, and can create an obstacle to trust development.

Potency and group efficacy

Group potency, also known as group efficacy, has long been considered positively related to team effectiveness (e.g., Campion et al., 1993, 1996; Guzzo et al., 1993). Group potency and group efficacy are shared beliefs held by the group overall about how effective the team is, in general (Guzzo et al., 1993). Group efficacy is often positively related to group performance (e.g. Campion et al., 1993, 1996), although it is possible this finding is due to the group having accurate beliefs about its external factors such as resources and internal factors such as member KSAOs and goals (Guzzo et al., 1993). Group potency and efficacy can greatly impact how the team interacts with AI teammates. If the team is aware of where they fall short, and they understand that an AI teammate can fulfill an important role, team members may be more inclined to work with an AI teammate. Conversely, teams that have a full understanding of how effective the team is may have difficulty embracing an AI teammate that can optimize effectiveness.

Adaptability

Adaptability, related to coordination, is the team’s ability to change their strategies based on new information and dynamic situations (Salas et al., 2005). Like coordination, adaptability required metacognitive skills. Changing workload and task demands can require adaptability (Entin & Serfaty, 1999). Team adaptive expertise involves the team being able to respond and change behavior to non-routine tasks or learning how and when to apply heuristics such that the team can handle novel situations (Paletz et al., 2013; Schwartz et al., 2005). For many kinds of tasks teams of humans and AIs will need to be adaptive in this manner and not limited to repetitive routine tasks. While currently it may be the human driving the adaptive expertise, eventually one hopes that the AI can contribute in this way as well.

Shared mental models

While an individual’s mental model is a cognitive representation of a thing, place, person, and/or the relationships within a system (Johnson-Laird, 1980), shared mental models (also called team mental models) are representations of constructs, including team and taskwork, that are similar between individuals (Lim & Klein, 2006; Mathieu et al., 2000; Mohammed et al., 2010). Shared mental models are thus “dynamic, simplified, cognitive representations of reality that team members use to describe, explain, and predict events” (Burke et al., 2006, p. 1199). A shared mental model about taskwork could be about the work to be accomplished and its constraints, whereas a shared mental model about teamwork could include who is doing what, organizational
knowledge, and social networks (Thompson & Cohen, 2012). Multiple shared mental models can be held simultaneously (Mohammed et al., 2010). The sharing of mental models can be a matter of degree, with different aspects more shared than others (Cronin & Weingart, 2007). Shared mental models can have two qualities: their similarity between team members and their accuracy, or how much they overlap with reality or with expert opinions (DeChurch & Mesmer-Magnus, 2010; Edwards et al., 2006; Thompson & Cohen, 2012). Both the similarity and the accuracy of shared mental models are important for team effectiveness (DeChurch & Mesmer-Magnus, 2010; Edwards et al., 2006; Kozlowski & Ilgen, 2006; Lim & Klein, 2006; Mathieu et al., 2000), with, as of 2010, more research on, and support for, the similarity rather than accuracy of mental models (Mohammed et al., 2010). Shared mental models support implicit communication, coordination, and common activities, even when the overlap is not perfect (Mohammed et al., 2010; Salas et al., 2005). Antecedents to shared mental models include experience and educational and organizational similarity, and team general mental ability has been found to predict taskwork mental model accuracy (Mohammed et al., 2010). Paletz and Schunn (2010) argued that multidisciplinary teams would have more difficulty achieving similar shared mental models, based in part on Cronin and Weingart’s (2007) theory that members of diverse groups may conceptualize and represent problems differently.

Shared mental models are also an important aspect of AI-enabled teams. AI teammates must be aware of the mental models of the individuals in the team, which would facilitate effective communication with human teammates. The type and amount of information that is disseminated from the AI, such as the aerial drone in our rescue squad, to individual human teammates will vary depending on the mental model that team possesses about relevant information. For example, the aerial drone may supply the navigator with coordinates and weather patterns while letting the navigator know the best course of action is to keep going north. If the AI understands the shared mental model, the AI can maintain and update this mental model for itself and the human team members as situations change. In a study of simulated human-robot dyads (really two humans), Demir and colleagues (2020) found that teams were more successful when the ‘robot’ understood the limitations of the ‘human’, having a more shared mental model.

Transactive memory

Transactive memory systems (TMSs) are a different type of emergent, shared cognition, wherein the task of remembering different pieces of information (memory) is divided up among team members or in a dyad (Wegner, 1986; Palazzolo, 2017). TMSs include metacognition, where individuals are aware of the knowledge and expertise held by the different team members. TMSs are made up of knowledge and communication components (Palazzolo, 2017). Knowledge components include the different peoples’ expertise and their expertise relative to others, perceptions of expertise and their accuracy, and updating of that knowledge (Palazzolo, 2017). TMSs also have communication components: communication to assign and retrieve information, but also general communication that is not specific to the task (Palazzolo, 2017). Both TMSs and
shared mental models include overlapping, integrated knowledge structures (Palazzolo, 2017). The emphasis for TMSs in the literature is typically more on the differentiated knowledge structures, or the unique and non-redundant knowledge between team members (Hollingshead, 1998; Lewis & Herndon, 2011). Team members engage in memory processes but across different people, such as when a team member asks a different team member to retrieve information (Lewis & Herndon, 2011; Palazzolo, 2017; Wegner, 1986). TMSs arise from norms, rules, and structures that support sharing information (Lewis & Herndon, 2011). The ideal TMS has enough redundancy for team members to coordinate, communicate, and understand each other, but enough specialization to provide benefits for each team member (Palazzolo, 2017).

In their meta-analysis of team cognition, DeChurch and Mesmer-Magnus (2010) categorized transactive memory as compilational emergence and shared mental models as compositional emergence. They found that transactive memory had a stronger association with team performance than shared mental models (DeChurch & Mesmer-Magnus, 2010). Based on a review of over 70 TMS papers, Ren and Argote (2011) created an integrative framework of antecedents and consequences of TMSs. The antecedents are as varied, if not more, than those detailed in this paper, and include team composition inputs such as member technical competence and team member assertiveness; team-level inputs such as task interdependence, goal interdependence, shared experiences, team size, technology and virtuality, and team familiarity; and organizational inputs such as acute stress and geographic distributions. Consequences include team performance behaviors (i.e., team learning, reflectivity, and creativity), team performance outcomes (effectiveness, efficiency), and team satisfaction. Finally, Ren and Argote (2011) detail moderators such as group size, task complexity, team membership change (attrition/newcomers), and face-to-face versus computer-mediated communication. Thus, TMSs are as complex as any other major team emergent state, interacting with most of the inputs and outputs described in this study.

Similarly, to shared mental models, AI teammates must have the ability to assess and update team TMSs. With an adequate assessment of the general knowledge areas each human teammate specializes in, AIs can assist other team members who may be experiencing cognitive overload on a given task by suggesting an ideal teammate to coordinate with. It is also vital that this information be updated for the AI, especially since humans are often increasing or changing their expertise. AI teammates with an updated team TMS may also have the ability to pinpoint holes in team knowledge that may be crucial for successful completion of the mission.

Team situation awareness

Individual situation awareness is necessary for team situation awareness. Each team member, especially in dynamic situations like our natural disaster example, must be aware of information in the environment, especially information relevant to individual KSAOs, in order to accurately and swiftly make decisions. Team situation awareness, however, is more than the aggregate of
individual situation awareness. Knowledge, communication, and shared mental models are important aspects of team situation awareness. Communication between team members allows for a transfer of knowledge about the task, the mission, or any other relevant information. This transfer of knowledge allows team members to update relevant schemata and enables them to better comprehend their individual tasks (Salas et al., 1995) and results in overlapping mental models. The more overlap there is in team mental models, the great team situation awareness will be. AI teammates are not only useful in updating individual team members on relevant information about the situation, they can also assist and engage in team communication and coordination. The AI agent can be tasked with determining who receives information, and when and how that information is disseminated. For example, the drone may supply the navigator with promising locations where several individuals are alive well in advance, while supplying other team members with simplistic navigation information. Supplying team members who do not have the necessary KSAOs to navigate with relevant information without unnecessary details relieves the navigator from communicating information and allows the navigator to focus on the task of getting to a specific location.

Summary of team emergent states

Team emergent states are necessary for all individuals in a team, whether human or AI, to effectively collaborate, communicate, and ideally complete the mission. Team cohesion and trust ensure that individual team members are working toward a shared goal and can depend on each other. Team efficacy can impact performance, while adaptability allows teams to continue working even when the problem set has changed. Teams that engage in transactive memory and have shared mental models are better equipped to both collaborate and engage in tasks individually. Indeed, a recent meta-analysis of team cognition (examining both transactive memory and shared mental models) suggests a positive relationship between these and team performance, particularly when the team is heterogeneous in terms of social category composition (e.g., mixed gender) and is reliant on individuals outside the team to achieve team goals (Niler et al., 2020). While team situation awareness requires each individual member to both be situationally aware and engage in communication and collaboration with other team members and can increase team performance.

Team Outputs

Just as individual satisfaction, effectiveness, and efficiency are individual human outputs, so too do teams have **productivity**, **satisfaction**, **effectiveness**, and **efficiency**. Team task effectiveness, such as productivity, is generally the output that managers are interested in, though many are also interested in social effectiveness (e.g., satisfaction). Specific outcome measures are debated and can be domain specific. For example, in hospital teams, outcomes could include number of patients seen by doctors, number of hospital readmissions, individuals released from an intensive care unit, and so on. In a marketing team, it could be the number of advertisements
created (productivity) or the number that won awards (quality). In rescue operations with AIs, social effectiveness could include satisfaction with AI and human teammates or desire to work with the same group again, and task effectiveness could include amount of ground explored and number of people rescued over a week. The promise of increased productivity and team satisfaction are the outcomes that spur the introduction of AIs, after all. If an AI can be designed to facilitate teamwork and taskwork and minimize frustration, inefficiencies, and team dysfunction, with both itself and with other teammates, then it is likely some of the designer’s goals for that AI have been met.

Teams can also respond to and adopt AI technology. In some situations, individuals have a choice as to whether they can continue to use a type of technology. They can choose to adopt, integrate (with workflow or other technology), use, or misuse the AI (Parasuraman & Riley, 1997). In other situations, these choices are made at the level of the team, such as by a team leader, the local technology experts, or even an organization as a whole. These levels of choice may also interact, such as when a team adopts and requires a particular AI, but some individuals create workarounds to avoid using it or misusing it. An entire team may also misuse an AI, if they are given inappropriate guidance, or a norm develops about how to use the AI (which is wrong). The normalization of deviance, when people get used to risky behavior and start to consider it appropriate, was termed to describe factors leading to the Space Shuttle Challenger disaster (Vaughan, 2016), but is relevant with any issue involving risk perceptions at a group level. An organization could also mandate the use of a technology which team leaders then ignore. The Technology Acceptance Model (e.g., Marangunić & Granić, 2014) is relevant here and discussed in more detail under organizational and societal outputs.

Summary of Team IPEOs

Within a human-AI teaming system, humans and AIs will collectively contribute to team level IPEOIs. While this section heavily references the human-human teaming literature, it is important to fully understand the human teaming system to design AIs to interact with humans within that system. Human-AI teams are also contingent upon the organization and society the team is nested within.

Organization and Societal Levels

Entities within the organizational and societal levels involve all of the larger systems a team can be nested in. Organizations can range from departments, to companies, to conglomerates. Societal influences can come from norms with the state, country, nation, or world. Organization and societal influences can impact whether humans can work with AI teammates and limit what Human-AI collaboration can look like.
Inputs

Organizational inputs consist of factors, such as the legal limits on AI, shared cultural values, bias, and organizational context and work design, that can greatly impact the design and implementation of AI teammates, and the proclivity of individual use of the AI.

Legal limits on AI

The legal landscape around AI and AI applications is evolving rapidly. As Shneiderman (2020b) notes in arguing that AIs cannot be true teammates, “Only humans are responsible legally and morally” (p. 5). Humans can create AIs that have legal and moral implications, which then need to be controlled via legal and social means. For instance, many jurisdictions seem to be moving toward banning facial recognition technology (Conger et al., 2019). Team performance requires the AI to be able to tell team members apart. Any AI engaged in teamwork could leverage some form of facial recognition capability, if it is accurate enough and legal, but cannot if it is not legal.

The General Data Protection Regulation (GDPR), Chapter III, Section 4, Article 22, restricts automated decision making about individuals, including profiling (European Parliament and Council of European Union, 2016). This restriction may be picked up by other jurisdictions and may be expanded. This type of automated decision making is not currently prohibited in the United States. In places where a GDPR-like regulation exists, certain tasks may require legal sign off when performed by an AI system.

Shared cultural values

In the context of organizations, culture is:

“(a) a pattern of basic assumptions, (b) invented, discovered, or developed by a given group, (c) as it learns to cope with its problems of external adaptation and internal integration, (d) that has worked well enough to be considered valid and, therefore (e) is to be taught to new members as the (f) correct way to perceive, think, and feel in relation to those problems” (Schein, 1990, p. 111).

Schein’s Corporate Culture Survival Guide (Schein & Schein, 2019) described the three-tier model of organizational culture. The model originally focused on artifacts, which are tangible and the most easily identifiable part of an organization’s culture; espoused values, which are the stated rules and expected behaviors; and assumptions, which are the implicit behaviors, values and norms that can be difficult to change but less obvious. The model has expanded to cover the practice of culture. They include a socio-technical examination of organizations and a “bullseye of culture” model. This model takes a more nuanced look at organizational culture, including

---

6 Although, there are evidently instances in Roman and British and American law where inanimate objects were held legally responsible for crimes such as the death of a human (Holmes, 2020).
subcultures, macro cultures, micro cultures, social/relational factors, and technical factors (Schein & Schein, 2019). For example, some organizational cultures encourage quality, such that quality improvement is recognized, measured, and trained, and employees participate in strategic planning (Johnson & McIntyre, 1998). Organizational cultures can be influenced by industry factors including societal expectations and the competitiveness of the industry in which the organization exists (Gordon, 1991). At face value, an organization’s shared cultural values may seem easy to identify, but they are usually much more deeply ingrained, and they still might not make sense to an outsider. Part of being on a team is understanding how to navigate the nuances of the organization and team’s culture. Without being able to intuit the correct behaviors and discussions for its respective group, the AI and team will have to figure out a way to overcome this hurdle.

Bias
AI systems reflect the values of their designers and funders. What is chosen to be built, what data are collected, and how systems are designed is all impacted by existing power structures and priorities of dominant groups (D’Ignazio & Klein, 2020). In many cases, these designs reflect historical processes that have led to unjust outcomes. An extreme example might be a system that did not recognize darker skin or non-standard (Mid-Atlantic American) accents (Buolamwini & Gebru, 2018; Klare et al., 2012; Tatman, 2017; Schwemmer et al., 2020). Both cases have occurred in simple systems on which an AI could be built, and many AI systems reflect societal biases that are encoded in the training data that they are provided with (O’Neal, 2016).

Many AI systems that are intended for use as assistants or helpers are coded in feminine ways (like Siri, Cortana, or Alexa, which have default female voices), reflecting both a bias in society and a lack of desire to combat that bias among developers (West et al., 2019). Some prominent cognitive scientists have argued for AI to be explicitly coded as “female” and imbued with stereotypically feminine characteristics in order to prevent it from taking over the world, because overambition is coded as a masculine trait (Pinker, 2015).

In addition, AI systems that are designed to do complex knowledge work are explicitly or implicitly coded as white. These systems may be physically white, and they may also include racial signifiers that are coded as white (Cave & Dihal, 2020). In her book Race Against Technology, Ruha Benjamin (2019) discusses some attempts to address diversity issues in Silicon Valley. She suggests that the seemingly homogenous groups developing algorithms are not equipped to reduce bias and their attempts are doing more harm because while they seem like positive change, these attempts are just a facade. Algorithms may give the appearance of change, but broader representation in the workforce and society is not occurring (Benjamin, 2019).
Organizational context and work design

At the level of the organization, several work design factors can impact individual and team processes. Different organizations are flexible--or not--with regards to how much individuals can, or need to, pick up others’ job roles (Campion et al., 1993). Different organizations offer more or less adequate training and managerial support, as well as good leadership and resources, granting the team appropriate authority over their mission, resources, and impact (Campion et al., 1993; Hackman, 1998). Some organizations have procedures in place to give feedback to employees and teams about their performance (Wittenbaum et al., 1998), or set up reward systems to promote teamwork (Hertel et al., 2005). Different organizations vary in their contexts and goals, be they classrooms, pain clinics, intelligence shops, or search and rescue organizations (Wittenbaum et al., 1998). Organizational goals can be in conflict or aligned with each other (Wittenbaum et al., 1998). These different goals and contexts can also require or allow different types of technology, including but not limited to different technology to support virtual teams (Hertel et al., 2005) and AIs.

There are many ways in which the work context can impact the deployment and success of AIs, including AIs in teams. One simple way is whether an organization includes AIs in its human teams or not, and whether the AIs are adequate at meeting organizational goals. However, more subtle interactions between an AI in human teams and organizational factors may occur, such as how AIs may inadvertently interact with human performance appraisal systems. Imagine an AI that is built to assist intelligence analysts with sifting through and identifying useful trends or individual pieces of information in copious amounts of public social media. It may be part of the AI’s planned design to start off as a novice and then become more adept at identifying useful information as human analysts give it feedback. However, if the humans are given poor performance reviews because they must take extra time to train the AI and are less accurate and efficient, this experience will serve as a disincentive for analysts to work with the AI until the AIs can become useful. Thus, the task of training the AI and the added workload should be explicitly integrated as a goal, and its impacts on performance on other tasks considered, in the human team members’ performance evaluations.

Summary of organizational and societal inputs

Organization inputs can strongly impact the design of AIs and the likelihood that an AI tool or teammate will be used by human collaborators. Legal limitations on AI may reduce the likelihood that an AI can be used to make important selection decisions, such as job selection. A lack of understanding of the shared cultural values within an organization can hinder human-AI team integration. Biases held by the designer, which may or may not reflect biases held at the societal level, can be introduced into AI training data and/or algorithms resulting in AIs that make selections that reflect those biases. Finally, the design and context in which the team works may greatly influence whether an AI teammate is even necessary.
Processes

In our model we outline processes that occur at the organizational level and will most likely change with increases in AI-enabled teams. Processes at the organizational level include surveillance and organizational change and technology acceptance.

Surveillance

Human teammates observe and may report back to management about each others’ behavior. AI teammates that are monitoring the team’s status will collect a large volume of data about each team member. Even if these data are used only for ethical purposes, they may still contain private data about team members that they may not want shared with management. For example, monitoring physiological states of human teammates goes beyond simply assessing if the human is performing adequately. It can also assess the human's physical and mental states, such as heart health. Auditing the AI’s performance will also involve auditing these data to determine if judgments about human team members were appropriate, which may involve sharing the data with people who are not in the team. In addition, management may look at logs or models to assess team effectiveness in a fine-grained way. This aligns with wider discussions about the dichotomy between convenience related to AI and surveillance to increase AI efficacy. (Zuboff, 2019) Humans who are engaged in teamwork with AI systems will need to be aware of this surveillance and consent to it.

Organizational change and technology acceptance

The technology being deployed within an organization, be it AI or a travel accounting system, needs to be accepted and used by workers. Organizational change is a difficult process that has been long studied. Lewin (1947/1997) proposed that for lasting change to occur, the group that needs to change must first “unfreeze,” such that complacency must be replaced with a desire to change. Even then, after the change has been instituted, there must be a “refreezing” such that the new culture or processes cannot easily be undone.

Related change theory relevant to AI largely focuses on user acceptance and various user acceptance models. Fred Davis’ (1987) Technology Acceptance Model (TAM), developed in 1986 upon the framework of Theory of Reasoned Action (TRA) and Theory of Planned Behavior (TPB), serves as a foundational theory for much of the ongoing discussion of acceptance and adoption (Davis, 1987). This model focuses distinctly on two criteria: perceived usefulness of the technology and perceived ease of use of the technology, with the latter pulling from Bandura’s self-efficacy theory. Despite the arguably limited scope of the original TAM, as noted in its glaring lack of trust as a factor, further acceptance model development was able to take much of the theory and build upon it (Marangunić & Granić, 2014). Suggestions for future directions in acceptance research include adding still more variables to determine the degree of the relationship between variables, and moderating factors relating to emotional, cognitive, and
demographic variables (Marangunić & Granić, 2014). Further research investigated the relationship between acceptance and experience or beliefs, as well as incorporated more varied ideas like culture, task relevance, motivation, organizational factors, confidence, and more. These changes can generally be categorized along the Four Major Categories of TAM Modification: external factors, factors from other theories, contextual factors, and usage measures (Marangunić & Granić, 2014). (As discussed previously, factors that closely relate to individual and team trust are fundamental to organizational technology change and acceptance. In the context of organizational and societal levels these factors may be related to how much a society, or an organization, accepts a new AI. If the leadership of a company does not accept AI, then that technology is unlikely to be adopted by that company. If a general population and/or political leaders are suspicious of AI’s usefulness and ease of use or do not trust it, then that society may be slow to adopt AI or may create laws limiting its use (not necessarily without reason).

In sum, organizations and societies engage in processes humans may need to be made aware of before collaborating with an AI teammate, such as surveillance, and processes that may greatly impact whether AIs are allowed to team with humans, such as organizational design and technology acceptance.

Emergent States

Emergent states, which are dynamic and intrinsically tied to every aspect of the IPEOI model, often arise as individuals are engaging in teaming behaviors. Based on human-human teaming behaviors and an understanding of AI limitations and possible uses we can speculate the relevant individual AI emergent states and other individual human and team emergent states relevant to AI-enabled teaming. Unlike the other levels of our model, emergent states at the organizational or societal level may require observing AI-enabled teams within the larger system. In this section we discuss trust as an emergent state, but other states will arise as AIs are designed to work as teammates and used in that manner as well.

Trust

We have discussed trust extensively at the individual and team level, but the organizational level is also relevant. First, does the organization enact procedures that imply AI inadequacies or undermine the use of AI, and does the culture presume worker trust in the AIs? Second, does the organization enact procedures and have a culture that presumes a trust in its own workers? These questions can apply to the societal level, as well. As individuals become more aware of the failures and limitations of AI (O’Neil, 2016; Noble, 2018), they may be wary of AIs even if their company is enthusiastic about a particular application. For example, while voice-based assistants such as Alexa and Siri have become ubiquitous, use of these assistants is limited to basic tasks due to wide mistrust of how the recorded data is used and stored (Pitardi & Marriott, 2021).
Human trust is related to use of autonomous agents (Parasuraman & Riley, 1997) and is greatly impacted by organizational trust. A lack of trust in AI at the organizational or societal level would greatly impede use of AI by individuals and teams in that organization or society.

**Outputs**

Outputs at the organizational level of our model reflect the effects of the use of AI in teams. The possible outputs of AI-enabled teaming include (1) increased energy use, (2) changes in productivity, efficiency, and effectiveness, and (3) positive and negative impacts on human society such as increased bias, socioeconomic threats, and increased accessibility. First, AIs are much more resource-intensive than human team members -- some systems require massive amounts of power and cooling resources to maintain performance. The carbon footprint of AI systems is a growing concern, given the state of climate change (Strubell, Ganesh, & McCallum 2019). The concern that AI systems require more power than humans to do the same tasks, of course, does not offset the fact that future AI systems will presumably be able to exceed human performance, at least in the task workspace. Second, the goal of instituting AIs is not simply individual or team productivity, but that of the entire organization. Whether an AI is working with a human team to sift through large amounts of information, or a few AIs are helping a rescue team, if AIs could not contribute positively to the economic or social health, growth, productivity, efficiency, and/or effectiveness of an organization, they should not be used. Third, some scholars have voiced concerns that the rise of AI will lead to the devaluing of humanity (Lanier, 1995; Maitra, 2020): some jobs may be automated, devaluing the human labor involved in those jobs. As AIs become more capable, the range of jobs under threat can grow, but the impact is likely to fall on those most socioeconomically vulnerable. In addition, biased AIs can impact society in systematic ways, such as erroneously predicting higher rates of future crimes committed by black convicts and lower rates of future crimes committed by white convicts (Angwin et al, 2016, as cited in Asaro, 2019). Alternately, AIs in teams can supplement and streamline existing systems such as by helping humans accomplish their jobs better and making activities and information more accessible (for a review see Reeder et al., 2013). Humans with maladies ranging from dementia to visual impairment can benefit from having AIs assist in everyday tasks (such as taking medication on time and searching for items), allowing for independence and increased safety (Kacorri et al., 2017; Coghlan et al., 2021, in press; Dixon et al., 2021, in press). The economic and social health of nations, societies, and the world should be kept in mind as potential outcomes for integrating AIs in teams.

**Summary of Organization and Society IPEOIs**

The rules that govern an organization or society, be they explicit laws or implicit cultural values, can greatly impact whether AIs can work within a human team, and the likelihood that human teammates will adopt the new technology. As AIs are integrated within human teams, processes such as surveillance and organizational change and technology acceptance will occur, with the
burden of protecting human information laying squarely on those who govern the organization or society. Trust in AI will depend on the use of AI within the teaming system, and whether it meets trust requirements at the individual and team levels as well. Increased human-AI teaming will impact energy use and organizational productivity, efficiency, and effectiveness.

Discussion

This paper makes a multidisciplinary contribution to theory and research on AIs in human teams. Moving beyond the literature on the relatively simple explainability, predictability, and directability of AI (Voas, 2004), we draw from research on team science, cognitive science, management, and other fields to detail a multifaceted model of factors that should be acknowledged for AIs in human teams. Using an IPEOI model, we describe the necessary factors of a socio-technical teaming system at four main levels: individual levels (human and AI), the team level, and the organizational level. Our model also includes contextual factors such as the task and mission and time which can impact any stage, such as inputs or processes, of the model at all levels. We argue that all of the factors are necessary for effective human-AI teaming and can be used to assist in improving AI designed to collaborate with humans.

Although comprehensive, this review is just a beginning in detailing the kinds of factors to keep in mind for a human-AI team. Importantly, future work should address how to conduct testing for human-AI integrated teams. Each of the factors here can be measured either with established or novel measures (e.g., self-report cohesion measures versus physiological measures of different emotions). This measurement by necessity must also include assessments of AI performance as well, including measurements of AI coordination with and team support of humans.

As emphasized throughout this review, trust is a key emergent state: trust of the human to other humans, to AI partners, and even cognitive trust of an AI partner to its human and AI teammates. Increased research into these aspects of trust, specifically regarding how to (appropriately) build it within a human-AI team, will impact and be impacted with a broad array of the other factors delineated here. For example, further research into the effectiveness of team building amongst members of human-AI teams may provide some direction to sustained trust, but it is currently limited (Glikson & Woolley, 2020).

Solutions to Past AI Failures

Designing AIs within a socio-technical teaming system will mitigate the failures outlined in the introduction. First, designers must know what human requirements are necessary for effective collaboration with AIs. This requires an understanding of how humans work within a team both as individuals and a collective. Using the information in our model should supply designers with insights into what humans need from their AI counterparts. Factors such as team communication,
team cohesion, individual human cognitive resources and processes, to name a few, must be considered when designing collaborative AIs. The ability to contribute to team processes and monitor and model the individual human and team will allow AIs designed to work with humans to do so successfully.

Second, sufficient human training on how to use the AI will reduce the likelihood that humans will use the technology for unintended purposes. While it is important for AIs designed to work with humans to have capabilities relevant to the teaming system, it is also necessary for human teammates to understand the role all teammates play within the team, including the AI. If the processes the AI is engaging in are transparent and if it is relatively easy to direct the AI, humans and AIs can not only be interdependent (Johnson & Vera, 2019), humans will have the information necessary to use the AI for its intended purposes. The AI must also have a sufficient representation of the problem state to be capable of informing its human counterparts about the efficacy of the information being supplied.

Third, AIs may not function according to their original design for several reasons including issues at the level of design and/or lack of appropriate updating (either due to a lack of understanding on the human part or design that neglects relevant factors for learning and updating). Humans that are trained to work with AIs and who have appropriate mental models of each AI teammate should understand the taskwork and teamwork-related attributes the AI should be able to engage in. If these expectations are violated, humans can lose trust in the AI and misuse the AI or fail to use the AI entirely. To mitigate this issue, AIs must be observable and therefore engage in the process of explainability. Understanding what operations the AI should be engaging in should allow humans to intervene as soon as the AI is no longer functioning appropriately.

Finally, AIs can be designed with the capability to understand human norms, scripts, and potential reactions which should aid AI teammates in identifying and addressing implicit human expectations. An AI based human narrative would require the AI to be capable of monitoring and modeling humans and the team and determining human preferences and needs. The accuracy of this narrative can be tested against the mental models the AI has built about each human teammate and the team as a collective through a relevant line of questioning. Our model proposes several solutions to some of the failures that occur when AIs are not designed to work within a socio-technical teaming system. While this list of solutions is not exhaustive, it may be used to aid in the design of AIs intended to collaborate with humans.

**Future Steps: Metrics**

If AI systems are going to be embedded in teams, evaluators will need new metrics for both the system and the team. Such metrics would not replace the existing system requirements but could leverage the outputs and emergent states listed in the model, such as trust or degree of AI use.
Damacharla and colleagues (2018) surveyed the available metrics for human-machine teams and concluded that the primary metrics that will be available in the near future can be divided into human metrics, machine metrics, and team metrics. The human metrics they proposed as most practical to measure as part of benchmarking were judgment, attention allocation, mental computation, and error. Machine metrics included Robot Attention Demand (how much time the humans need to spend paying attention to the robot), machine state, and errors. On the team side, they suggested measuring productive time, cohesion, and interventions. Several of these metrics do not currently have standard measures, such as productive time. The metrics reviewed by Damacharla and colleagues (2018) can be used in future efforts in designing AI to collaborate with human teammates. Our review suggests a much broader range of factors that go beyond Damacharla and colleagues’ review (2018) that could, and perhaps should, be measured for assessing the inputs, processes, and outputs for AI-human teams. From the individual human to the organizational and societal levels, several interwoven factors can be assessed that will determine team performance.

Conclusion

Contemporary AIs designed to work with humans are often designed without human interaction in mind. This limitation often results in failures including AI misuse, disuse and abuse (Parasuraman & Riley, 1997). Our review describes factors important for AIs in teams, and in the process also implies ways in which an AI member can excel as a teammate. Just as some humans can be excellent teammates, an AI can be, as well. Such AIs must be designed and capable of adapting to team dynamics, such as through backup behavior (Johnson & Vera, 2019). Our model aims to inform the design of AI teammates from a human-centered perspective that is contextualized within a sociotechnical system. These design features and models are intended to continue the conversation about what is necessary and appropriate for AIs to work successfully with humans.
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