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Abstract 

 Story recall is a popular declara)ve memory paradigm among clinical and geropsychologists. It is 

less popular among individual differences researchers. One reason differen)al psychologists may favor 

other paradigms is that the prospect of scoring story recall is daun)ng, as it typically requires the 

subjec)ve scoring of hundreds or thousands of freely recalled narra)ves. In this study, I inves)gated two 

ques)ons related to scoring story recall. First, whether there is anything to gain by scoring story recall for 

memory of central and peripheral details or if a single score is sufficient. Second, I inves)gated whether 

scoring can be automated using computa)onal methods—namely, BERTScore and GPT-4. A total of 235 

individuals par)cipated in this study. Results suggest that memory for central and peripheral details 

largely rely on the same cogni)ve processes, rendering the differen)a)on between central and 

peripheral details redundant. Regarding automated scoring, both BERTScore and GPT-4 derived scores 

were strongly correlated with manually derived scores; addi)onally, factors es)mated from the various 

scoring methods all showed a similar paIern of correla)ons with fluid intelligence, crystallized 

intelligence, and working memory capacity. Thus, researchers may be able to streamline scoring by 

disregarding detail type and by using automated approaches. Further research is needed, par)cularly of 

the automated approaches, as both BERTScore and GPT-4 derived scores were occasionally leptokur)c.  

 

Keywords: story recall; prose recall; individual differences; automated scoring; long-term memory 
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Introduc@on 

Story (or prose) recall is a fairly popular declara)ve memory paradigm among clinical 

psychologists and those interested in the effects of aging (e.g., Baek et al., 2011; Ratner et al., 1987; 

Ryan & Gontkovsky, 2023). In general, in a story recall task, individuals listen to or read a short story (~70 

words) and then recall the story as well as possible, either immediately aler presenta)on or a delay. 

Perhaps the most widely used story recall task is the Logical Memory subtest of the Wechsler Memory 

Scale (Cassady & ChiIooran, 2010; Wechsler, 2009). Such tests appear to be sensi)ve indicators of 

memory decline as associated with typical aging but also mild cogni)ve impairment and Alzheimer’s 

disease (Rabin et al., 2009; Ratner et al., 1987; Robinson-Whelen & Storandt, 1992), hence their 

popularity amongst clinical and geropsycholgists. 

Interes)ngly, story recall does not appear to be as popular among researchers interested in 

individual differences in neurotypical young adults. Story recall is absent from a recent review of 

individual differences in long-term memory (Unsworth, 2019) as well as a meta-analysis inves)ga)ng 

memory and crea)vity (Gerver et al., 2023). Instead of story recall, differen)al psychologists tend to 

prefer tasks such as free recall of lists, cued recall of paired-associates, and various recogni)on tasks (see 

Gerver et al., 2023; Unsworth, 2019).  

There are number of reasons differen)al psychologist might opt for another declara)ve memory 

paradigm over story recall. For example, controlling for a variety of linguis)c and other features will be 

easier when one can place words into arbitrary lists, rather than in coherent stories. Another possible 

reason for this preference is that, compared to story recall, other measures are easier to score.   

The prospect of scoring story recall for an individual differences study is daun)ng. To achieve 

appropriate sta)s)cal power and precision, differen)al psychologists would likely wish to administer 

more than one story to hundreds of par)cipants. Each response will have to be scored in, ideally, as 

objec)ve a manner as possible. This typically means that researchers will manually score hundreds of 
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responses based on some list of criteria. Addi)onally, ques)ons about what and how to score will 

inevitably surface. For example, should one score for gist recall or for recall of all details? 

Despite these difficul)es, there are reasons differen)al psychologists may wish to include story 

recall tasks in their studies. First, story recall mimics the kind of content we olen recall in our lives. 

While it is certainly true that in industrialized socie)es we olen memorize lists and pairs of words (cf. 

Mandler et al., 1980), we also olen recount narra)ve episodes from our day-to-day lives. Thus, story 

recall exhibits ecological validity. Second, because stories are cohesive narra)ves, they may place more 

emphasis on experien)al and linguis)c factors and their integra)on in working memory (Baddeley & 

Wilson, 2002; Jefferies et al., 2004). As such, story recall can be used to inves)gate factors that are olen 

controlled in individual differences research. Relatedly, story recall can provide evidence of convergent 

validity. We should expect that story recall, free recall, and paired-associate learning exhibit similar 

rela)onships with other variables. When that is not the case, we should be able to provide an 

explana)on for this difference. For example, as men)oned above, there is reason to expect that story 

recall would be more strongly correlated with one’s store of linguis)c and general knowledge; therefore, 

we may see larger correla)ons between verbal ability and story recall than is seen with other declara)ve 

memory tasks. In sum, we can learn more about human memory by including story recall in our arsenal 

of long-term memory tasks. 

Current Study 

 The general purpose of this study was to inves)gate 1) whether points should be awarded 

separately for central and peripheral details or as a single total score; and 2) whether computa)onal 

methods can be used to automa)cally score story recall. To evaluate these scoring methods, I 

inves)gated correla)ons between the methods and with variables known to be related to declara)ve 

long-term memory, namely: fluid intelligence, crystallized intelligence, and working memory capacity 

(Unsworth, 2019).  
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How should points be awarded? 

The concern here was whether recalled story details should be summed to form a single score 

(e.g., Wechsler, 1997) or whether recall of central and peripheral details should form two separate scores 

(e.g., Sacripante et al., 2023; see also Wechsler, 2009; Dunn et al., 2002). In story recall, responses are 

typically scored based on the number of details recalled. These details can be classified as central or 

peripheral details (e.g., Sacripante et al., 2023). Central details are related to the gist of a story (i.e., the 

theme and plot) and tend to be abstracted; peripheral details are all other details in a story, are more 

specific than central details, and tend to be more numerous. For example, consider a story about a 

father and son who crashed into a tree while riding a bicycle (Sacripante et al., 2023). The central details 

may be that a parent and child were involved in an accident; the peripheral details may include the 

gendered rela)onship (father/son), the mode of transporta)on, and what they struck. 

 Research and theory suggest that cogni)ve processes suppor)ng memory for central and 

peripheral details differ (Brainerd & Reyna, 2001; Sacripante et al., 2023). For instance, central details 

appear to be easier to learn and are forgoIen at a slower rate compared to peripheral details (Brainerd 

& Reyna, 1990; Foldi, 2011; Glenberg et al., 1987; Sacripante et al., 2023). This may be because as 

individuals read prose passages, they are retrieving and integra)ng prior knowledge as well as making 

inferences (Allen & Baddeley, 2009; Baddeley et al., 2009; Jefferies et al., 2004). It is the central details 

that likely receive this extra processing which may lead to enhanced retrievability. Relatedly, central 

details, such as the main character in a story, are olen elaborated on by the peripheral details. 

Elabora)on is known to benefit memory (e.g., Bartsch & Oberauer, 2021), as is the repeated retrieval 

one likely engages in when central details are referenced throughout a narra)ve (Roediger & Butler, 

2011; Rowland, 2014).  

S)ll, it is possible that there is a single memory system that supports memory for central and 

peripheral details. For example, it may be that central details do receive increased processing, which aids 
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memory, but the same processes operate on peripheral details. Addi)onally, one should expect a 

significant correla)on between memory for central and peripheral details because if one can recall a 

peripheral detail, then one can likely recall associated central details (for similar arguments, see Abikoff 

et al., 1987; Dunn et al., 2002). In the story about the bicycle accident above, if one recalls that a tree 

was struck, then one would almost certainly recall that there was an accident. 

If memory for central and peripheral details differ, then one can maximize informa)on gain by 

scoring responses for both central and peripheral details. If, on the other hand, memory for peripheral 

and central details rely on similar cogni)ve processes, then one can improve reliability by genera)ng a 

single total score rather than spliqng into two scores.  

In this study, details were classified as either central or peripheral in a similar fashion as done by 

Sacripante and colleagues (2023). To evaluate the dissociability of memory for central and peripheral 

details, I analyzed correla)ons between the scoring methods as well as with other variables. A perfect 

correla)on between variables represen)ng the two types of memory would suggest that they are one 

and the same. Anything less than a perfect correla)on could be because of measurement error or 

because, in fact, the two variables are assessing different processes. In the case of a less than perfect 

correla)on, it is helpful to look at correla)ons with other variables; if the two memory factors correlate 

differently with other variables, then the less than perfect rela)onship is less likely due to measurement 

error. Here, I inves)gated correla)ons between the memory factors and fluid intelligence, crystallized 

intelligence, and working memory—factors known to be related to declara)ve memory performance (for 

a review, see Unsworth, 2019).  

Can automated scoring approaches perform as well or beIer than humans? 

The second goal was to examine whether computa)onal methods can be used to automa)cally 

score story recall. Clearly, an automated approach would reduce the amount of )me and effort needed 

to score hundreds (or thousands) of responses, but it can also poten)ally increase the reliability and 
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validity of story recall. As argued by Chandler and colleagues (2019, 2021), a computa)onal approach to 

scoring story recall can provide a more accurate and con)nuous measure of recall from seman)c 

memory. For example, in the bicycle story (above), an individual may recall that the bicycle slammed into 

a tree rather than crashed into it. Depending on one’s scoring scheme, one may award 0, .5, or 1 point 

for recalling this detail (e.g., Abikoff et al., 1987; Power et al., 1979). Using a computa)onal approach, 

one can instead award points in a more objec)ve manner based on how seman)cally similar crashed 

and slammed are to each other—in this case, using the language model and seman)c space used in this 

study (see Methods), one would award .8348 points. The objec)ve nature of automated scoring along 

with its precision should increase reliability. Validity is increased as a consequence of the increase in 

reliability and because the score more accurately captures the fidelity of the recalled memory.  

 While computa)onal methods have been used in the past (e.g., Chandler et al., 2019, 2021; 

Dunn et al., 2002) to automate story recall scoring, 1) it has been rare for researchers to make their 

materials freely available and 2) computa)onal methods con)nue to advance. Chandler et al. (2021), for 

example, used BERTScore  (Zhang et al., 2020) to assess the seman)c similarity between target prose 

passages and par)cipant responses. BERTScore is a metric that uses embeddings (numerical 

representa)ons of words and their context) derived from language models, such as BERT, a natural 

language processing model trained on Wikipedia and Google’s book corpus (Devlin et al., 2019). 

Chandler and colleagues (2021) reported a correla)on of .86 between human-derived scores and those 

derived using BERTScore. Unfortunately, the materials are not freely available, and so it is difficult to 

replicate and build upon this work. Addi)onally, more advanced models are now available. GPT-3 and 

GPT-4 (OpenAI, 2022;2023) are large language models that have been trained on larger corpora than 

previous language models and appear to be outperforming humans as well as older language models on 

a number of tasks (e.g., T. Brown et al., 2020; Strong et al., 2023).  

 



Scoring Story Recall                                         PREPRINT 8 

Method 

Par@cipants 

Par)cipants from this study were drawn from a larger effort examining individual differences in 

crea)ve thinking. Aler comple)ng three 2-hour sessions for the crea)ve thinking project, par)cipants 

were invited to par)cipate in a 30 min study examining memory. All par)cipants were recruited from the 

online recruitment platorm Prolific or through the psychology research par)cipant pool at the University 

of Maryland. Eligibility criteria are listed below in Table 1. 

Table 1 

Eligibility Criteria  

General Eligibility Language History Eligibility 
• Age between 18 and 35 
• Normal or corrected-to-normal 

vision 
• Normal hearing  
• Unimpaired use of dominant hand 
• Must be residing in the United 

States.  

• Native English speaker or learned American English by 
age 6 

• Dominant (strongest) language is American English 
• Began attending school in the United States by age 6 
• Has lived in the United States continuously since (at 

least) age 6 

Technological and Other Requirements 

• Desktop or personal laptop with keyboard, mouse, and camera  
• Windows or Mac operating systems 
• Private, distraction-free space to complete the study 
• Sufficiently fast (e.g., 1 mbps download/upload speed) and steady internet connection  
• Microphone or be able to call in to the teleconferencing platform 
• Must have the ability and be willing to download free software (e.g., Zoom, Google Chrome) 

 

Prolific par)cipants were compensated with approximately $80 for comple)ng the crea)ve 

thinking por)on of the study and approximately $10 for comple)ng the story recall tasks. Maryland 

students were compensated with 1 course credit or $15 per hour of par)cipa)on. In accordance with the 

University of Maryland Ins)tu)onal Review Board, informed consent was always obtained prior to 

par)cipa)on. 
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Sample size was determined based on a combina)on of heuris)cs and resource availability. 

Based on prior work inves)ga)ng individual differences in declara)ve long-term memory (e.g., Mar)nez 

& Singleton, 2019; Wilhelm et al., 2013), we es)mated that we would need up to 230 par)cipants to 

reliably detect latent variable correla)ons between the declara)ve memory factor(s) and fluid 

intelligence, crystallized intelligence, and working memory capacity. Given the novelty of other aspects 

of this study, it was difficult to es)mate how many par)cipants would be needed to, for example, detect 

meaningful differences amongst different scoring methods. In total, 249 individuals expressed interest in 

comple)ng this study, however only 235 par)cipants did so. Demographic informa)on is provided in 

Table 2. 

Procedure 

 The study consisted of a pre-screen, three online proctored sessions, and an online unproctored 

session. The pre-screen was administered as an unproctored survey to Prolific par)cipants; research pool 

par)cipants completed the pre-screen at the beginning of Session 1. During the pre-screen (~ 15 min), 

par)cipants learned about the study goals, consented to par)cipate, and completed a demographic 

ques)onnaire.  

Sessions 1, 2, and 3 were proctored. These sessions were hosted on the teleconferencing 

platorm Zoom. Par)cipants were asked to share their screens and to always keep their camera and 

microphone on except during breaks. There was always a research assistant monitoring par)cipants as 

they completed a baIery of tasks assessing a variety of cogni)ve abili)es. All tasks used in the current 

study are displayed in Table 3 and a full list of tasks used in the crea)vity study is available at 

hIps://osf.io/5njbs/. These first three sessions were es)mated to take no longer than 2 hours.  

Aler comple)ng session 3, par)cipants were invited to par)cipate in an unproctored study 

inves)ga)ng memory. Par)cipants were asked to complete the session in a quiet, distrac)on free 

environment and on laptops or desktops. The session was es)mated to take approximately 30 min.  
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Table 2 

Demographics 

Age 
Range: 18-35 
M = 27.18 
SD = 4.99 

Hispanic/La@no? (%) 
Yes: 13.3 
No: 85.8 
Decline to state: 0.9 

US Census “Race” Category (%) 
American Indian or Alaskan Na)ve: .4 
Asian: 11.2 
Black: 10.3 
White: 70 
Other/Mixed Race: 7.3 
Decline to State: 0.9 
 

Sex (%) 
Male: 46.8 
Female: 49.8 
Non-Binary: 2.6 
Prefer not to say: 0.9  

Household Income (%) 
< $30,000: 12.9 
$30,000-$59,999: 19.7 
$60,000-$89,999: 27 
$90,000-$119,999: 16.3 
> $120,000: 24  

Highest Level of Educa@on (%) 
High School Diploma: 9 
Some college but did not/have not graduated: 
30 
Associate degree: 7.3 
Bachelor’s Degree: 33 
Master’s Degree: 16.7 
Other Professional Degree: 1.7 
PhD, MD, or JD: 2.1 
 

US Region (%) 
West: 23.2 
Midwest: 23.2 
Northeast: 40.3 
South: 12.4 
Missing: 0.9  

Current Student? (%) 
Yes: 32.6 
No: 67.4 

 

Table 3 

Tasks by Sessions 

Pre-screen Session 1 Session 2 Session 3 Session 4 
Consent 
Demographic 
Ques)onnaire 

Re-consent 
LNS 
Ravens 
Vocabulary 
Informa)on 
RACO 

Re-consent 
Number Series 
PaIern Span 
Matchs)ck Math 
Grammar 
 

Re-consent 
RMS 
Verbal Analogies 
 

Re-consent 
Story Task 1 
Story Task 2 
Story Task 3 

Note. LNS = leIer-number sequencing; RACO = route and count; RMS = running memory span 

Tasks 

 All cogni)ve tasks were administered online through a proprietary platorm. The majority of 

tasks began with audiovisual instruc)ons, a demonstra)on of the task, and an example item. For some 

tasks, we suggested par)cipants use par)cular strategies. For example, we encouraged par)cipants to 

use the construc)ve-matching strategy (Bethell-Fox et al., 1984; Gonthier & Thomassin, 2015) when 
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comple)ng fluid intelligence items. This was done to reduce measurement noise owing to individual 

differences in strategy use and experience with specific tasks. Because our tasks were administered via 

our s)mulus administra)on platorm, the tasks are unavailable; however, to aid replica)on efforts, 

videos demonstra)ng our tasks and s)muli are available at hIps://osf.io/5qxkh/.  

Story recall 

Stories were drawn from Chandler et al. (2019, 2021), Cunje et al. (2007), Holmlund et al. (2020), 

Sacripante et al. (2023), and Schnabel (2012). Minor edits were made to some of the stories, for 

example, replacing proper nouns with more generic terms—edits were generally made to improve 

readability and to dis)nguish between central and peripheral details more clearly. In general, stories 

tended to be short. The stories used in Story Task 1 and Story Task 2 ranged between 62 and 77 words; 

the stories used in Story Recall 3 were all from Cunje et al. (2007) and individually were 30 or 29 words 

long (including )tles), however, in this case all three stories were administered at once for a total word 

count of 89 words (see below for more details). Addi)onally, all stories employed topics and vocabulary 

that should be familiar to most adults. Readers interested in specific lexical characteris)cs of these 

stories can refer to the works cited above.  

All story recall tasks contained three stories. Par)cipants were told that they should try to 

remember as much of the stories as possible and, when asked to recall, if they forgot details, they should 

try to con)nue with whatever informa)on they can recall.  

Story Task 1. In this task, three stories were presented visually as text on the computer screen 

one at a )me, for 45 s each. Based on internal pilot studies, this amount of )me was deemed sufficient 

for the vast majority of par)cipants to finish reading each story. Par)cipants were not told what they 

should do if they finished reading the story in under 45 s, however, they were not allowed to move on 

un)l aler 45 s. Aler each story was presented, par)cipants were asked to read five sentences and make 

gramma)cality judgments (e.g., “During the week of final spagheq, I felt like I was losing my mind”; 
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Kane et al 2004). The purpose of the filler task was to distract and interrupt rehearsal. Aler making 

gramma)cality judgments, par)cipants had up to two minutes to recall as much of a story as possible. 

This procedure was repeated for the next two stories.  

 Story Task 2. This task was very similar to Story Task 1, but stories were presented aurally, and 

the filler task was equa)on verifica)on. The stories were read by the present author. The audio clips 

were approximately 21 s, 22 s, and 25 s long. The filler task began immediately aler the audio clip 

ended; thus, par)cipants had a single chance to hear each story. The equa)on verifica)on task—e.g., 

(4x4) + 1 = 17—was drawn from Kane et al. (2004). There were five equa)ons between presenta)on and 

recall of any story.  

Story Task 3. This task employed three very short (~30 words each), structurally and thema)cally 

similar stories developed by Cunje et al. (2007), and no filler task. All stories were presented at once and 

par)cipants were given 90 s to read and memorize all three stories. Immediately aler 90 s, par)cipants 

were shown three text boxes with each iden)fied by the )tle of one of the three stories they had just 

read. They then had 90 s to try to recall all three stories. It was expected that difficulty would be 

increased by the interference resul)ng from the similarity across stories. For example, in one story, the 

seqng was described as “a hot May Morning” and in another, it was described as, “a warm September 

alernoon.” 

Fluid intelligence (Gf) 

 Fluid intelligence was es)mated using Ravens matrices (Raven et al., 1998), number series 

(Thurstone, 1938), verbal analogies (largely drawn from Kane et al., 2004 as well as online sources), and 

matchs)ck math (inspired by Knoblich et al., 1999). The first three tasks are induc)ve reasoning tasks. 

Such tasks are olen used to assess fluid intelligence. Matchs)ck math was added aler an ini)al aIempt 

at analyzing the data resulted in a non-posi)ve definite covariance matrix. Matchs)ck math is perhaps 

more properly considered a measure of crea)ve problem-solving, however, our data indicated that it is 
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strongly correlated with the other measures of fluid intelligence and could be used to aid in es)ma)ng 

fluid intelligence.  

Ravens. Par)cipants aIempted to complete 18 odd items from Ravens Advanced Progressive 

Matrices (Raven et al., 1998) in 10 minutes.  

Number series (Thurstone, 1938). In this task, par)cipants were presented with a sequence of 

numbers. Their task was to iden)fy which number, from presented op)ons, con)nued the sequence. 

There were 15 items and a 5 minute )me limit.   

 Verbal analogies. Verbal analogy items were largely drawn from Kane et al. 2004 and 

supplemented with verbal analogies from various online sources. Par)cipants aIempted to complete 18 

items within 6 minutes. 

 Matchs@ck math. In matchs)ck, par)cipants were presented with incorrect mathema)cal 

statements formed from matchs)cks. In contrast to Knoblich et al. (1999) who presented Roman 

numerals, we used Arabic numerals. Par)cipants were to move a single matchs)ck to correct the 

mathema)cal statement. For example, 3 + 5 = 6 can be corrected by moving a single matchs)ck (here 

represented by the ver)cal or horizontal segments). There were two parts to this task, and each part had 

5 items. In part one, par)cipants were given 2 minutes and 45 seconds to complete each item. If 

par)cipants did not submit a response aler 1 minute and 30 seconds, then they were provided with a 

hint; aler 2 minutes and 15 seconds another hint was presented; aler 2 minutes and 45 seconds, the 

solu)on was revealed. In part two, par)cipants were given 2 minutes to complete each item and 

received a single hint aler 1 minute 30 seconds; solu)ons were not provided. Scores were calculated by 

assigning a maximum of 3 points for each item in part 1 and 2 points for each item in part 2. Points were 

deducted from the maximum for each hint a par)cipant observed before solving an item. The maximum 

score was 25. 
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Crystallized Intelligence (Gc) 

 Crystallized intelligence was assessed with two verbal ability tasks (vocabulary and grammar) 

and a general knowledge test. All tasks used a mul)ple-choice response format.  

Vocabulary (Ekstrom et al., 1976). There are two sections for this task, each with 24 items with 

a 6-minute time limit. Each item consists of a target word and 5 options that could potentially mean the 

same thing or nearly the same thing as the target word. Participants are instructed to select the answer 

choice they believe to mean the same thing or nearly the same thing as the target word.  

Grammar (Martinez & Singleton, 2019). The test consists of 21 “improving sentences” items 

selected from official SAT practice tests released between 2004 and 2013. Items were selected such that 

they ranged in difficulty and were generally organized from easiest to most difficult. Each item consists 

of a sentence with a portion underlined; the participant was to select the answer choice that best 

rephrased the underlined portion or, if the original phrasing was the best choice, select the first answer 

choice, which always repeated the original phrasing. Participants had up to 10 min to complete the test. 

Information. The test consists of 40 general knowledge questions. Participants are given 7 

minutes to complete the task. Questions are on a variety of topics, though largely material one would 

learn in school.  

Working memory capacity 

 Working memory capacity was estimated using immediate memory tasks that disrupt or 

otherwise impede rehearsal. Initially, I planned to estimate working memory capacity using a total of 

four tasks, however, one task—running letter span (Bunting et al., 2006)—was weakly correlated with 

our visuospatial working memory tasks (r < .15). Consequently, running letter span was removed from 

analyses.  

Letter-Number Sequencing (Mielicki et al., 2018). In the letter-number-sequence task, numbers 

and letters flash onto the screen one at a time and the participant’s task is to remember the numbers 
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and letters and arrange them in sequence. The participant must recall the numbers first in numerical 

order followed by the letters in alphabetical order. The participant receives points for each number and 

letter they recall in the correct position. There were 18 critical items, with three items each at set sizes 

4-9.  

Route and Count. This task is a test of visual working memory inspired by the Remember and 

Count task (Hughes et al., 2016). This task is a Brown-Peterson task (J. Brown, 1958; Peterson & 

Peterson, 1959) consisting of a block tapping task (Kessels et al., 2000; Milner, 1971) followed by a 

distracting counting task (taken from Engle et al., 1999). In this task, there are nine rectangles presented 

on screen; two to five of the nine rectangles flash in a sequence, with each rectangle flashing for 1 s. 

After the sequence of squares, an image of teal and dark blue circles and rectangles appear on the 

screen as a distraction, and participants are required to count the number of dark blue circles on the 

screen. Following this, the original image of the 9 rectangles appears on the screen, and participants 

recall the order of the two to five flashing rectangles by clicking on the rectangles in the order they were 

presented. There was a total of 12 trials, with three trials each at set sizes 2-5. Points were received for 

correctly recalling rectangles in their serial position; no penalty was incurred for incorrectly counting the 

circles in the distracting task.  

Pattern Span (Della Sala et al., 1999; Martinez & Singleton, 2018). Participants see 5x6 grids 

with white and black squares forming an abstract pattern for 3 s. Immediately following the encoding 

period, a screen with black and white static visual noise is presented for 300 ms, followed by an empty 

grid. The participant is to reproduce the pattern they were previously shown. There were 18 items. 

Participants received one point for every item correctly recalled—that is, item scoring was all-or-

nothing.  
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Story Recall Scoring 

Manual Scoring 

Story recall tasks were scored by five trained raters. The document used to train raters—which 

includes the criteria we used—is available at hIps://osf.io/5qxkh/. The author and another researcher 

deconstructed each story into conceptual units largely composed of noun phrases (e.g., "riding a bike") 

but also individual words that the author and research assistant subjec;vely considered significant (e.g., 

“crashed”). These conceptual units are also provided in the project repository. Importantly, note that 

aler analyzing the data, I no)ced some peripheral details were highly similar to central details and so I 

removed these redundant peripheral details and scores were recalculated. This was done on the grounds 

that it would be uninteres)ng to find a large correla)on between factors represen)ng memory for 

peripheral and central details if there was a large degree in overlap in the details used to es)mate the 

two factors. This change did not alter the results of the study. 

Par)cipants were awarded one point for each conceptual unit recalled verba)m or if it was 

deemed highly similar; half a point was awarded when a conceptual unit was deemed to be similar but 

not similar enough to merit a full point; no points were awarded otherwise. As an example, in the 

complete bicycle story, at some point the father tries to brake with his shoes. “Dad tries to break with his 

shoes” was a conceptual unit and a response that would receive one full point was, “dad tried to break 

with his foot”. Although shoe was replaced by foot, the inferred meaning is nearly iden)cal.  

Despite the subjec)vity of this scoring method, interrater reliability was strong. Raters first 

scored a subset of nearly 15% of all responses. Responses for this reliability assessment were drawn 

pseudo-randomly from across all nine stories such that there was an equal number of responses per 

story. In line with prior research using story recall, interrater reliability was quite strong (Abikoff et al., 

1987; Holmlund et al., 2020; Power et al., 1979). At the level of the conceptual unit, Pearson correla)ons 
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amongst the five raters ranged between .72 and .97 per story; when considering total scores, Pearson 

correla)ons ranged between .83 and .98 per story. Given this level of interrater reliability, the remaining 

~85% of responses were divided equally among raters (i.e., each remaining response was scored by one 

of five raters). Those responses that were scored by mul)ple raters were averaged across raters and 

included in analyses.  

Scoring with BERTScore 

 First, participants’ responses were corrected using the spell check function within Microsoft 

Excel. No other corrections (e.g., for grammar) were made. Next, all responses were scored using the 

default BERTScore settings (Zhang et al., 2020) and microsoft/deberta-xlarge-mnli model (He et al., 

2021), as currently recommended by the authors of BERTScore. Participant responses were set as the 

candidate sentences and the target stories were set as the references. The recommended F1 score was 

used to index participant performance (see Zhang et al., 2020)—an F1 score ranges between zero and 

one; the higher the score, the closer two texts are in meaning.  

Scoring with GPT-4  

 The chat comple)ons func)on of OpenAI’s GPT-4 applica)on programming interface (API) was 

used to score responses. Par)cipant responses were provided to the GPT models as is—that is, neither 

spelling or grammar was corrected, nor any other modifica)ons made. First, I piloted different 

instruc)ons (prompts) to give GPT-4 using the GPT-3.5 chat comple)ons API as well as ChatGPT with 

GPT-3.5. Ini)al pilots with about 10 percent of the data included simply instruc)ng GPT-3.5 to compare 

par)cipant responses with target stories and provide a seman)c similarity score. I then expanded on 

these instruc)ons by asking it to rate similarity on a scale of 1-10, 1-20, and 1-100. Performance 

appeared to be highly skewed and scores were always whole numbers. Next, I provided instruc)ons that 

were similar to the instruc)ons provided to the human raters and asked it to compare par)cipant 
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responses to the list of details for each story—giving 0, .5, or 1 point for each detail recalled, depending 

on seman)c similarity—sum the points, and provide a single total score per response. Although, there 

were occasional errors in which scores were given per detail (rather than a total score) or GPT-3.5 would 

provide a ra)onale in addi)on to the total score, the scores appeared more normally distributed. Once 

the prompt was finalized, all responses, instruc)ons and details were submiIed to GPT-4 to score the 

en)re set of responses. Addi)onally, the temperature parameter was set to zero to make the model 

output more determinis)c and all other defaults were used. Finally, as with the manually scored 

responses, redundant details were removed from the list of details.  

Analysis packages 

 Data were gathered and aggregated in R (R Core Team, 2021) using the Psych (Revelle, 2017), 

plyr (Wickham, 2011), and dplyr (Wickham et al., 2015) packages.  Visualiza)ons were created using 

ggplot2 (Wickham, 2016). Latent variable analyses were conducted using lavaan (Rosseel, 2012) while 

semplot (Epskamp, 2015) was used to aid in visualizing latent variable models. The re)culate package 

(Ushey et al., 2020) was used with BertScore (Zhang et al., 2020). The hIr (Wickham, 2020) and jsonlite 

(Ooms, 2014) packages were used to interface with OpenAI’s GPT models.  

 

Analyses and Results 

Descrip@ve Sta@s@cs 

  Given the large number of variables and the focus of this ar)cle, individual task descrip)ves 

(including reliability es)mates) and bivariate correla)ons are relegated to the Appendix and repository 

(hIps://osf.io/5qxkh/). Some descrip)ve sta)s)cs and correla)ons specific to the story recall tasks are 

provided farther below in Table 6 under the sec)on en)tled “Further Inves)ga)ons of the Adequacy of 

Automated Scoring Methods”. 

https://osf.io/5qxkh/
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Should Scores be Tabulated by Detail Type? 

Differences in Recall by Type of Detail 

 The first set of analyses were all completed using the manually derived scores and concerned 

whether points should be awarded for central and peripheral details or without regard to type of detail. 

First, I assessed whether we successfully replicated prior research showing that memory for central 

details is superior to memory for peripheral details. This would also suggest that memory for central and 

peripheral details differs, at least behaviorally.  

 Figure 1 displays score distribu)ons for each of the story tasks by detail type. Descrip)vely, 

par)cipants recalled a greater percentage of central details compared to peripheral details. Addi)onally, 

the distribu)on of performance for the central detail scores tended to be leptokur)c and nega)vely 

skewed; this is largely alleviated by summing recall performance without regard to type of detail (see 

Figure 2).  

 Given the distribu)on of performance, three Wilcoxon signed rank tests were conducted rather 

than t-tests. There was a significant difference in performance due to detail type in all three story recall 

tasks: story recall 1, V = 36, p < .001; story recall 2, V = 14, p < .001; and story recall 3, V = 165, p < .001. 

These results suggest that our conceptualiza)on of central and peripheral details as well as our scoring is 

at least somewhat similar to other researchers’ conceptualiza)on and scoring of story recall (e.g., 

Sacripante et al., 2023).  
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Figure 1 

Distribu;on of Performance by Detail Type 

 

Note. Detail type is denoted by the “_c” and “_p” subscripts, meaning central or peripheral detail, 

respec)vely.  

 

Figure 2 

Distribu;on of Performance by Task 

 

Note. task1 = story task 1; task2 = story task 2; task3 = story task 3. 
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Confirmatory Factor Analyses 

Next, I conducted confirmatory factor analyses to inves)gate whether and how memory for 

central and peripheral details differed. First, extreme outliers (greater than 3.5 standard devia)ons from 

the mean) were replaced with values equal to the cutoff—a total of 9 values (.21% of the data) were 

deemed outliers. Next, three par)cipants were removed for being mul)variate outliers (leaving 232 

par)cipants). There were some concerns about normality, thus I used maximum likelihood es)ma)on 

with robust (Huber-White) standard errors. Missing values (n = 12) were addressed using full informa)on 

likelihood.  

 Table 4 shows fit indices for several models. The first confirmatory analysis I conducted included 

factors es)ma)ng memory for peripheral details, memory for central details, fluid intelligence, working 

memory capacity, and crystallized intelligence. This model (subScore0 in Table 4) was non-posi)ve 

definite. Next, I added residual correla)ons between subscores derived from the same tasks (i.e., 

memory for peripheral and central details from the same story), however, this model was also non-

posi)ve definite. Next, I explicitly set the correla)on between the subscore factors equal to .99—this 

model was successfully es)mated. The measurement model is shown in Figure 3; correla)ons amongst 

factors are shown in Figure 4.  

 Readers should note two things. First, the correla)ons amongst the factors are similar to 

correla)ons that have been reported in the literature examining individual differences in declara)ve 

memory (Mar)nez & Singleton, 2019; Unsworth, 2019; Wilhelm et al., 2013), providing some evidence 

of validity. Second, the correla)ons between the central and peripheral factors and the non-story factors 

are highly similar, sugges)ng that memory for central and peripheral details largely rely on the same 

cogni)ve processes. For example, the correla)on between fluid intelligence and the peripheral memory 

factor is .69; with the central memory factor, the correla)on is .67. 
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 Given the fact that the correla)on between the story recall factors is so large and the minor 

differences in correla)ons observed between these factors and other cogni)ve factors, I next es)mated 

a model with a single story recall factor. The model was successfully es)mated without any issues. Model 

fit was adequate (see “totalCFA” in Table 4). Comparing the AIC and BIC values between the subScore2 

and totalCFA models, totalCFA is the more parsimonious of the two models.  

 Overall, the results of the latent variable analyses suggest that memory for central and 

peripheral details rely on similar cogni)ve processes. The correla)on between the two factors is nearly 

one and correla)ons between these factors and other cogni)ve factors are nearly iden)cal. Addi)onally, 

a model with a single story recall factor adequately fits the data, is more parsimonious, and also shows 

similar rela)onships with the other factors as both the peripheral and central memory factors. 

Table 4 

Fit Sta;s;cs 

 df chisq AIC BIC CFI TLI SRMR RMSEA 
subScore0 Non-posi)ve definite 
subScore1 Non-posi)ve definite 
subScore2 91 156.06 29181 29391 .96 .95 .05 .056 (.040, .070) 
totalCFA 58 124.76 23878 24036 .95 .93 .05 .070 (.053, .087) 

 

 

 

 

 

 

 

 

 

 



Scoring Story Recall                                         PREPRINT 23 

Figure 3 

Task Loadings 

 

Note. Solid paths are significant; dashed paths are not significant at the .05 level; Peri = factor 

represen)ng memory for peripheral details; Cent = factor represen)ng memory for central details; Story 

= story recall without regard for detail type;  Gf = fluid intelligence; WMC = working memory capacity; Gc 

= crystallized intelligence; _c denotes central detail score; _p denotes peripheral detail score; LNS = 

leIer-number sequence; raco = route and count; patSpan = paIern span; numSer = number series; 

analog = analogies; info = informa)on; gram = grammar. 
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Figure 4 

Confirmatory Factor Analyses 

 

Note. SubscoreCFA2 and totalCFA models were es)mated separately; here they are shown together to 

allow one to compare correla)ons across the models more easily.  

 

Analysis and Results 2: Are automated approaches as good or beIer than manual scoring? 

Confirmatory Factor Analyses 

This set of analyses inves)gated whether story recall scoring could be automated using 

BERTScore (Zhang et al., 2020) and GPT-4 (OpenAI, 2023). Given the results of the analyses above with 

manual scoring, here, I disregarded detail type and only computed total scores. The same outlier 

removal and missing value treatment was used here as in the previous analyses.   

 The first analysis inves)gated correla)ons amongst factors es)mated from BERTScore, GPT-4, 

and manually derived scores as well as with fluid intelligence, crystallized intelligence, and working 

memory capacity. This model also included residual correla)ons between the same task scored by the 

different models. The model was non-posi)ve definite (Table 5, autoScore1). As the issue appeared to 

stem from the high correla)on between the manual and GPT-4 derived factors, in the next model, the 
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correla)on between these two factors was set to .99. This model (autoscore2) was also non-posi)ve 

definite. Next, the model was simplified by removing other factors. This model, depicted in Figure 5, was 

successfully es)mated and fit the data well (see Table 5, autoScore3); though note, the excellent fit is in 

large part due to the number of parameters es)mated. Turning to the correla)ons amongst the story 

factors—are all very strong and, in the case of GPT-4 and manually derived scores, nearly perfect. Given 

the strength of these rela)ons, one would expect that correla)ons with other variables will be similar 

across these memory factors, however, this is not assured (McCornack, 1956). To inves)gate correla)ons 

with the other factors, I es)mated two confirmatory factor analyses, one for BERTScore and one for GPT-

4.  

 The confirmatory factor analyses inves)ga)ng scores derived from BERTScore and GPT-4 fit the 

data adequately (Table 5, BertScore and GPT-4). From these analyses, we can see that the correla)ons 

between the various scoring methods and the other factors are all similar (see Figure 6).  

Table 5 

Automated Scoring Models’ Fit Sta;s;cs 

 df chisq AIC BIC CFI TLI SRMR RMSEA 
autoScore1 Non-posi)ve definite 
autoScore2 Non-posi)ve definite 
autoScore3 16 15.24 13543 13674 1.0 1.0 .024 .000 (.000, .058) 
BertScore 58 110.56 22595 22753 .96 .94 .045 .062 (.045, .080) 
GPT-4 58 114.36 24078 24236 .95 .93 .046 .065 (.047, .082) 
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Figure 5 

Confirmatory Factor Analysis  

 

Note. task1, 2, and 3 under their respec)ve factors are the same par)cipant responses scored using the 

different methods.  

Figure 6 

Figure Depic;ng Rela;ons Between Variously Scored Story Recall and Other Factors 

 

Note. The story factors were es)mated separately. All values shown are correla)ons. The “manual” 

factor is the same as “story” in Figure 4. 
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Further InvesMgaMons of the Adequacy of Automated Scoring Methods 

 The results of the confirmatory factor analyses suggest that one can obtain similar results by 

manually scoring story recall or by using BERTScore or GPT-4. However, in this study, each par)cipant 

recalled nine stories and performance was aggregated into three task scores and then into a factor; 

differen)al psychologists may wish to use fewer stories. Thus, it is important to consider how the various 

scoring methods fared at the task and individual story level.  

 Table 6 displays descrip)ve sta)s)cs for each of the tasks and their component stories by scoring 

method as well as average correla)ons with the fluid intelligence, crystallized intelligence, and working 

memory capacity tasks.  

From Table 6, we can observe that, depending on the scoring method, scores on some tasks and 

stories are highly leptokur)c. This posi)ve kurtosis is generally resolved by averaging across stories to 

form task scores; however, this is not the case for the Story Task 1 set of stories that were scored by GPT-

4. Turning to the correla)ons, though kurtosis can lead to spurious results, here, the correla)ons appear 

to be largely unaffected by viola)ons of normality. For those interested, the en)re correla)on matrix is 

available in the Appendix as well as in the project repository at hIps://osf.io/5qxkh/.  
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Table 6 

Descrip;ve Sta;s;cs and Correla;ons 

 �̅� sd min max skew kurt. Gf Gc WMC 
manual1 65.88 14.91 16.3 91.3 -0.83 0.39 0.40 0.37 0.30 
bike_m 70.2 15.86 14.29 92.86 -0.77 0.59 0.32 0.31 0.27 
early riser_m 63.32 17.24 0 88.24 -1.11 1.53 0.34 0.28 0.23 
nurse_m 64.76 20.12 6.67 93.33 -0.74 0.07 0.32 0.32 0.24 
BERTScore1 81.54 5.82 62.76 94.4 -0.74 0.83 0.36 0.38 0.26 
bike_b 81.99 5.38 61.2 94.14 -0.59 1.21 0.34 0.32 0.26 
early riser_b 83.37 7.56 42.43 97.24 -1.94 7.3 0.31 0.28 0.20 
nurse_b 79.26 7.28 55.12 95.78 -0.74 1.09 0.35 0.37 0.23 
GPT-4_1 83.73 13.27 23.91 95.65 -2.12 4.86 0.39 0.33 0.27 
bike_g 86.78 14.21 14.29 100 -2.65 7.99 0.30 0.24 0.25 
early riser_g 83.12 16.04 0 93.75 -2.81 9.83 0.33 0.28 0.20 
nurse_g 87.12 19.53 3.33 100 -2.29 4.91 0.32 0.29 0.22 
manual2 64.03 16.67 7.14 93.88 -0.74 0.05 0.36 0.38 0.26 
balloon_m 64.92 20.99 0 100 -0.84 0.23 0.28 0.36 0.16 
messenger_m 52.47 22.03 5.56 94.44 -0.37 -0.7 0.31 0.29 0.24 
squeezer_m 77.26 18.84 0 100 -1.63 3.34 0.26 0.26 0.21 
BERTScore2 78.19 6.29 50 90.81 -1.26 2.68 0.33 0.37 0.22 
balloon_b 80.67 7.49 34.53 96.35 -1.69 6.35 0.27 0.31 0.14 
messenger_b 74.03 6.95 43.84 89.24 -0.93 1.65 0.35 0.36 0.23 
squeezer_b 80.22 7.38 35.24 94.47 -2.12 7.77 0.24 0.26 0.18 
GPT-4_2 67.26 18.97 3.06 92.86 -1.12 0.75 0.33 0.34 0.24 
balloon_g 78.15 26.55 0 100 -1.7 1.71 0.25 0.29 0.14 
messenger_g 47.35 21.66 0 86.11 -0.35 -0.58 0.31 0.30 0.21 
squeezer_g 79.87 23.87 0 100 -1.53 1.98 0.24 0.23 0.20 
manual3 52.4 16.43 4.88 78.05 -0.6 -0.45 0.29 0.29 0.25 
dog_m 53.36 19.76 0 78.57 -0.62 -0.49 0.23 0.25 0.18 
fox_m 55.03 18.06 7.14 78.57 -0.69 -0.21 0.24 0.23 0.24 
hen_m 48.53 18.78 7.69 76.92 -0.4 -0.75 0.29 0.30 0.25 
BERTScore3 86.44 7.72 55.1 99.53 -0.83 0.94 0.29 0.30 0.23 
dog_b 86.59 9.38 35 99.95 -1.8 6.46 0.24 0.23 0.18 
fox_b 87.02 7.94 56.72 99.29 -0.77 0.42 0.28 0.28 0.23 
hen_b 85.71 8.67 44.58 100 -1.12 2.19 0.27 0.27 0.20 
GPT-4_3 62.32 22.55 2.44 100 -0.36 -0.56 0.30 0.32 0.23 
dog_g 70.96 30.94 0 116.67 -0.15 -0.89 0.24 0.25 0.19 
fox_g 77.01 28.9 0 116.67 -0.64 -0.48 0.25 0.24 0.18 
hen_g 70.86 32.92 0 118.18 -0.02 -0.95 0.29 0.30 0.24 

Note. Kurtosis values equal to or greater than 3 are bolded; min = minimum value observed in the data; 

max = maximum value observed in the data; kurt. = kurtosis; Gf = fluid intelligence; Gc = crystallized 

intelligence; WMC = working memory capacity. 
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Discussion 

 In this study, I inves)gated 1) whether story recall responses should be scored separately for 

recall of central and peripheral details and 2) whether responses could be scored automa)cally using 

computa)onal methods. In this sec)on, I discuss the results, their implica)ons, note poten)al problems, 

and offer sugges)ons for future research.  

Should Responses be Scored Separately for Recall of Central and Peripheral Details? 

 Based on the results of this study, it appears that memory for central and peripheral details 

largely rely on the same cogni)ve processes. Although par)cipants recalled a sta)s)cally significant 

larger propor)on of central details rela)ve to peripheral details, the correla)on between factors 

represen)ng memory for the two types of details was nearly one. Addi)onally, correla)ons between 

these two factors and other factors were quite similar. The conclusion to be drawn from these results is 

that differen)al psychologists can likely disregard detail type, as liIle will be gained.  

Of course, it is necessary to replicate and expand upon this research. One sugges)on for future 

research examining individual differences in memory for central and peripheral details is to ask 

individuals to either recall central details or peripheral details without necessarily requiring that the 

details be wriIen within a cohesive narra)ve. It may be that individuals do remember specific details, 

but they do not necessarily recall how they fit into a narra)ve. This may reduce the correla)on between 

memory for central and peripheral details because recall of peripheral details would no longer depend 

on the recall of the central details which make up the plot.  

A second sugges)on would be to consider different approaches to scoring recall. In this study, 

recalled details were scored leniently: one point was awarded when a detail was recalled exactly as it 

appeared in the story or when the recalled detail was highly similar to the original detail; half points 

were awarded when recalled details were reasonably similar or, in the case of noun phrases, par)ally 

recalled. The ra)onale for using lenient scoring was twofold. First, to more closely replicate prior 
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research (Sacripante et al., 2023) and second, to maintain a contrast between story recall and other 

memory paradigms that tradi)onally require verba)m recall (e.g., paired-associate learning). However, it 

is possible that stricter scoring—par)cularly of the peripheral details which tend to be more concrete 

and specific—would result in a different paIern of correla)ons than that observed here.   

Can Story Recall Scoring be Automated?  

 Manually scoring hundreds or poten)ally thousands of par)cipant responses is )me consuming 

and introduces subjec)vity that may harm reliability and validity; fortunately, and in line with prior 

research (Chandler et al., 2019, 2021; Dunn et al., 2002), the results of this study suggest that one can 

use computa)onal methods to automate scoring. Correla)ons amongst story recall factors derived from 

manual scoring as well as using GPT-4 and BERTScore were quite strong; moreover, these factors showed 

very similar correla)ons with fluid intelligence, crystallized intelligence, and working memory capacity. 

These results suggest that researchers can use automated approaches to obtain scores that are as valid 

as manually derived scores. However, researchers should be aware of the fact that the automated 

approaches used here did occasionally produce non-normally distributed scores.  

 It was hypothesized that reliability and validity could be improved by automa)on (see also 

Chandler et al., 2019, 2021), however, validity es)mates (i.e., correla)ons) were all fairly similar across 

methods and, by implica)on, so was reliability. The increase in reliability and validity was to stem from 

the increased objec)vity and precision that automated scoring offers. In the case of GPT-4 (and GPT 3.5), 

I was unable get scores more granular than half-points, thus presumably any increases in validity would 

have been a result of an increase in consistency in scoring. In the case of BERTScore, scores could differ 

by 1/10,000. Again, however, it appears that the automated approaches did no beIer than manual 

scoring, as correla)ons were quite similar.  

It may be that there is liIle to gain by the increased consistency and precision offered by 

automated approaches. This may be because omissions are far more likely than seman)c errors (Davis et 
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al., 2015; Jefferies et al., 2004). Both humans and language models will assign the lowest possible score 

to omiIed details. Addi)onally, in the case of manual scoring, consistency will be high when scoring 

omiIed details, as subjec)vity does not factor in (though, of course, human error s)ll does). Regarding 

seman)c errors, it is likely that the types of seman)c errors individuals commit are rather constrained 

when the material to be recalled is realis)c and cohesive (Cofer, 1943). As an example, consider a story 

about a fox chasing a hen. It is possible that the animals will be subs)tuted for other seman)cally related 

animals (e.g., a wolf is subs)tuted for the fox) but as noted above, these errors will be rela)vely 

uncommon. It is also highly unlikely that other, more seman)cally distant animals will make appearances 

(e.g., a wolverine or python). If individuals make few and fairly similar seman)c errors, then the impact 

of receiving .8348 or .5 points for a given detail will be fairly small, as the ordering of scores will be 

similar across the humans and language models. This is not to say that the increase in precision and 

consistency has no impact—rather, the impact may be too small to be detectable or of interest in basic 

research. Of course, researchers should further inves)gate this issue by, for example, assessing 

correla)ons with other declara)ve memory paradigms or by assessing how the scoring approaches fair 

in discrimina)ng between groups of par)cipants (e.g., as in clinical research)—situa)ons in which small 

gains in precision may yield larger effects.  

 Though the automated approaches performed similarly to the manually derived scores in terms 

of correla)ons with other factors assessed here, BERTScore and GPT-4 occasionally generated leptokur)c 

distribu)ons. This is a concern because severe kurtosis can lead to spurious results. Researchers 

interested in using an automated approach to score story recall may wish to take some steps to reduce 

the effects or likelihood of non-normality. The effects of non-normally distributed scores can be 

mi)gated by employing large sample sizes and using robust sta)s)cs. It may also be possible to 

circumvent the issue of non-normality altogether. First, researchers may be able to use automated 

approaches with different parameters, prompts, or models. Researchers could poten)ally explore 
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different methods using the par)cipant generated data from this study before aIemp)ng to generalize 

to a new data set. A second possibility for researchers interested in using automated approaches is to 

select the stories from this study that resulted in the most psychometrically sound scores. Regardless of 

the approach taken, researchers should be prepared to score at least a subset of responses manually to 

assess the performance of the automated approach of their choosing.  

Given the possibility of non-normality, researchers interested in using story recall may wish to 

sacrifice efficiency and con)nue scoring responses manually. As noted previously, manual scoring does 

take )me and it also introduces subjec)vity, however, these issues may not be as significant a barrier as 

researchers think. Although a detailed record of the )me it took to manually score responses was not 

kept, I es)mate it took about one hour to train research assistants; about 10 hours for each research 

assistant to score the set of responses used to es)mate reliability; and an addi)onal 10 hours for each 

research assistant to score their set of responses. Thus, it took five individuals a combined total of about 

105 hours to score a liIle over 2100 responses—in our case, this work was completed in about 3 weeks. 

Moreover, using lenient and therefore more subjec)ve scoring, reliability was quite strong, with 

correla)on coefficients amongst the raters always greater than .7. S)ll, the automated approaches were 

much more efficient. It took about five minutes to score all responses using BERTScore and about one 

hour using GPT-4 (though note, scoring was done in October 2023 when OpenAI was limi)ng the rate of 

requests to GPT-4 to 200 per minute). Researchers may also be interested in knowing that BERTScore 

was free to use while the cost of scoring the responses with GPT-4 was about $14.   

Summary and Conclusion 

 To summarize, there are two major conclusions to be drawn from this study. First, memory for 

peripheral and central details appears to rely on the same cogni)ve processes. While par)cipants 

recalled a larger propor)on of central details compared to peripheral details, the correla)on between 

the two memory factors was remarkably strong. Addi)onally, their rela)onships with other cogni)ve 
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factors exhibited considerable similarity. Consequently, differen)al psychologists interested in story recall 

can disregard detail types, as liIle addi)onal insight may be gained from trea)ng them separately. 

Nonetheless, it is crucial to replicate and expand on this research, poten)ally by asking par)cipants to 

list recalled details rather than wri)ng them in a cohesive narra)ve.  

 Secondly, with respect to the poten)al automa)on of story recall scoring, this study revealed 

that computa)onal methods, such as GPT-4 and BERTScore, can be employed to streamline the scoring 

process. The correla)ons among manual scoring and automated methods were strong, with no 

significant discrepancy observed in their rela)onships with fluid intelligence, crystallized intelligence, and 

working memory capacity. Though researchers should note that the automated approaches did 

occasionally produce non-normally distributed scores. Researchers interested in automated scoring 

should consider steps to mi)gate the effects of devia)ons from normality or explore other parameters, 

prompts, or models to reduce the likelihood of genera)ng kurto)c score distribu)ons in the first place.   
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APPENDIX 

Task Descrip@ves 

task n mean sd min max skew kurtosis ICa 

story1_c 235 81.72 11.58 33.33 93.33 -1.42 2.25 .62 
story1_p 235 58.22 17.79 4.84 90.32 -0.67 0.08 .86 
story2_c 234 79.2 16.58 9.38 100 -1.19 1.55 .75 
story2_p 234 56.68 17.8 6.06 90.91 -0.46 -0.48 .86 
story3_c 234 81.23 14.54 0 88.89 -2.89 10.3 .75 
story3_p 234 44.29 18.98 3.12 75 -0.41 -0.92 .90 
story1 235 65.88 14.91 16.3 91.3 -0.83 0.39 .88 
story2 234 64.03 16.67 7.14 93.88 -0.74 0.05 .90 
story3 234 52.4 16.43 4.88 78.05 -0.6 -0.45 .91 
bert1 235 81.54 5.82 62.76 94.4 -0.74 0.83 ---b 

bert2 234 78.19 6.29 50 90.81 -1.26 2.68 ---b 
bert3 234 86.44 7.72 55.1 99.53 -0.83 0.94 ---b 
gpt1 235 83.73 13.27 23.91 95.65 -2.12 4.86 ---b 
gpt2 234 67.26 18.97 3.06 92.86 -1.12 0.75 ---b 
gpt3 234 62.32 22.55 2.44 100 -0.36 -0.56 ---b 
analogies 235 73.12 14.23 27.78 100 -0.49 -0.37 .64 
numSeries 235 67.6 18.34 13.33 100 -0.27 -0.64 .75 
ravens 235 58.7 16.67 11.11 100 -0.15 -0.26 .72 
matches 234 47.57 10.69 0 76 -0.8 2.19 .61 
vocab 235 61.05 12.74 27.08 91.67 -0.12 -0.39 .79 
gram 235 48.33 20.86 4.76 95.24 0.2 -0.68 .8 
info 235 69.21 13.85 25 97.5 -0.72 0.32 .82 
lns 231 60.97 12.7 20.91 93.06 -0.14 0.07 .82 
raco 233 60.96 19 15.83 98.33 -0.09 -0.9 .75 
patSpan 234 62.91 16.91 0 94.44 -0.41 0.03 .76 

Note. aIC = internal consistency, es)mated as Cronbach’s Alpha; breliability was not es)mated.  
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Pearson Correla@ons 

  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
1 story1_c 

                        

2 story1_p .71 
                       

3 story2_c .49 .60 
                      

4 story2_p .58 .69 .81 
                     

5 story3_c .39 .41 .34 .34 
                    

6 story3_p .53 .58 .44 .50 .42 
                   

7 story1 .83 .98 .61 .71 .43 .60 
                  

8 story2 .58 .69 .91 .98 .36 .50 .71 
                 

9 story3 .55 .60 .46 .51 .58 .98 .62 .52 
                

10 bert1 .76 .88 .61 .69 .44 .58 .90 .70 .61 
               

11 bert2 .56 .65 .82 .86 .32 .49 .67 .89 .50 .69 
              

12 bert3 .52 .62 .48 .53 .58 .84 .63 .54 .87 .65 .54 
             

13 gpt1 .80 .82 .56 .64 .41 .51 .86 .64 .54 .85 .60 .54 
            

14 gpt2 .57 .65 .86 .88 .36 .47 .67 .91 .49 .66 .86 .52 .63 
           

15 gpt3 .54 .61 .46 .51 .63 .91 .63 .52 .94 .62 .49 .86 .54 .49 
          

16 analogies .33 .39 .41 .43 .15 .25 .40 .44 .26 .38 .39 .25 .39 .39 .27 
         

17 numSeries .22 .31 .18 .25 .16 .18 .30 .24 .20 .34 .26 .26 .30 .23 .21 .40 
        

18 ravens .37 .43 .29 .40 .23 .33 .44 .38 .34 .41 .34 .33 .43 .37 .36 .37 .36 
       

19 matches .37 .40 .33 .35 .19 .35 .42 .36 .36 .40 .33 .32 .44 .34 .36 .38 .37 .48 
      

20 vocab .28 .35 .38 .33 .14 .31 .35 .36 .31 .37 .34 .30 .31 .36 .31 .50 .23 .31 .32 
     

21 gram .35 .40 .33 .34 .19 .27 .41 .35 .28 .42 .38 .28 .37 .33 .29 .49 .43 .39 .30 .64 
    

22 info .21 .28 .36 .33 .18 .33 .28 .36 .33 .31 .34 .34 .27 .33 .35 .52 .32 .35 .44 .57 .47 
   

23 lns .28 .33 .26 .31 .13 .21 .33 .31 .21 .34 .29 .23 .29 .28 .21 .38 .49 .39 .34 .24 .37 .18 
  

24 raco .20 .27 .13 .24 .13 .26 .27 .22 .26 .19 .17 .20 .23 .18 .23 .25 .30 .33 .38 .11 .15 .13 .42 
 

25 patSpan .26 .26 .22 .25 .16 .29 .27 .25 .29 .24 .21 .26 .29 .25 .26 .29 .35 .40 .49 .17 .20 .27 .41 .50 

Note. bert1, gpt1, and others refer to Story 1 as scored by BERTScore and GPT-4, respec)vely.  


